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(57) ABSTRACT

In aspects of a foldable display viewfinder user interface, a
wireless device has a rear-facing camera to capture digital
images, and has a foldable display screen to display a
viewfinder user interface in which a camera preview image
as captured by the rear-facing camera is displayable. The
wireless device implements an image viewfinder module
that can determine a semi-folded state of the foldable display
screen, and the viewfinder user interface can be displayed on
an approximate half section of the foldable display screen in
the semi-folded state. The image viewfinder module can
determine that an upper display section of the foldable
display screen is not viewable in the semi-folded state of the
foldable display screen, such as based on a camera image
view from a front-facing camera, and the viewfinder user
interface can then be displayed on a lower display section of
the foldable display screen in the semi-folded state.
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FOLDABLE DISPLAY VIEWFINDER USER
INTERFACE

RELATED APPLICATION

[0001] This application claims the priority benefit of
China Patent Application for Invention Serial No.
202010522381.5 filed Jun. 10, 2020 entitled “Foldable Dis-
play Viewfinder User Interface”, the disclosure of which is
incorporated by reference herein in its entirety.

BACKGROUND

[0002] Devices such as smart devices, mobile devices
(e.g., cellular phones, tablet devices, smartphones), con-
sumer electronics, and the like can be implemented for use
in a wide range of environments and for a variety of different
applications. Different types of these devices, such as mobile
phones, now include a foldable display screen that unfolds
to an open position, or a partially open position, which
enables a user to view a relatively large display. Many of
these devices also include dual cameras to capture digital
images, with one front-facing camera and at least one
rear-facing camera. Generally, a lens of the front-facing
camera is integrated in or around the display screen of a
device, and the lens faces a user as he or she holds the device
in a position to view the display screen. Users commonly use
the front-facing camera to take pictures (e.g., digital images)
of themselves, such as images often referred to as “selfies.”
Generally, a lens of the rear-facing camera is integrated in
the back cover or housing of the device and faces away from
the user toward the surrounding environment, as seen from
the point-of-view of the user. The rear-facing camera can
also be used to capture photos (e.g., digital images) of the
surrounding environment, as viewed by the user.

[0003] A user commonly holds a mobile device, such as a
smartphone or tablet device, in a manner to use the rear-
facing camera to capture photos at various angles relative to
the user of the device and the subject of the photos. If the
user positions the device at a low angle, or at any angle in
which the subject is not generally at eye-level with the user
of'the device, then the user may not be able to see the display
screen, and in particular, the viewfinder user interface that
displays what the rear-facing camera is capturing. Using a
device to capture low-angle images, for example, can make
it difficult to be in a position where the user can see both the
viewfinder user interface and achieve the desired angle of
image capture. Notably, capturing images at high angles or
in difficult-to-reach positions also presents similar problems.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] Implementations of the techniques for a foldable
display viewfinder user interface are described with refer-
ence to the following Figures. The same numbers may be
used throughout to reference like features and components
shown in the Figures:

[0005] FIG. 1 illustrates an example of techniques for a
foldable display viewfinder user interface using a wireless
device with front and rear-facing cameras in accordance
with one or more implementations as described herein.
[0006] FIG. 2 illustrates an example wireless device that
can be used to implement features and techniques for a
foldable display viewfinder user interface as described
herein.
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[0007] FIG. 3 illustrates an example method of a foldable
display viewfinder user interface in accordance with one or
more implementations of the techniques described herein.
[0008] FIG. 4 illustrates an example method of a foldable
display viewfinder user interface in accordance with one or
more implementations of the techniques described herein.
[0009] FIG. 5 illustrates various components of an
example device that can be used to implement the tech-
niques for a foldable display viewfinder user interface as
described herein.

DETAILED DESCRIPTION

[0010] Implementations of a foldable display viewfinder
user interface are described, and provide techniques imple-
mented by a wireless device to facilitate a user of the device
being able to view a viewfinder user interface of a camera
view application that is displayed on a foldable display
screen of the wireless device when positioning the device to
capture low-angle images. The techniques described herein
for a foldable display viewfinder user interface are appli-
cable to using any type of a foldable device that has a
foldable display screen, and a user positioning the device at
any angle in which a camera subject is not generally at
eye-level with the user of the device and the user may not be
able to see the foldable display screen on the device. When
a foldable wireless device is in a semi-open (or semi-closed)
position and the user positions the device at a low angle, the
user likely will not be able to see at least an upper display
section of the foldable display screen. In particular, the user
may not be able to see the viewfinder user interface that
displays what the camera is capturing if the viewfinder user
interface is displayed fully on the foldable display screen.
[0011] In aspects of a foldable display viewfinder user
interface, a wireless device has a rear-facing camera to
capture digital images, and has a foldable display screen to
display a viewfinder user interface in which a camera
preview image as captured by the rear-facing camera is
displayable. Generally, the foldable display screen has a
lower display section and an upper display section. In
implementations, the foldable display screen may be a
single, continuous display screen that is bifurcated or
divided approximately in half sections along a foldable joint,
such as into the lower display section and the upper display
section. Alternatively, the foldable display screen may be
two or more display screens implemented in concert to
appear substantially as one continuous display screen that is
foldable into the bifurcated or half sections of approximately
equal size. Although generally shown and described herein
as a foldable display screen having a lower display section
and an upper display section, the features and techniques for
a foldable display viewfinder user interface are similarly
applicable for a device with a foldable display screen that
folds side-by-side, or in the instance when a user may hold
the device in a sideways position to capture a digital image.
[0012] The wireless device implements an image view-
finder module that can determine a semi-folded state of the
foldable display screen, and the viewfinder user interface
can be displayed on an approximate half section of the
foldable display screen in the semi-folded state. The image
viewfinder module can determine that an upper display
section of the foldable display screen is not viewable in the
semi-folded state of the foldable display screen, such as
based on a camera image view from a front-facing camera,
and the viewfinder user interface can then be displayed on a
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lower display section of the foldable display screen in the
semi-folded state. Generally, the camera image view cap-
tured by the front-facing camera is digital content that may
include an image of the face of the user of the device, or
partial facial features and/or other features of the user or
objects viewable within the field-of-view of the front-facing
camera.

[0013] In implementations, the image viewfinder module
can receive the camera image view as an input from the
front-facing camera of the wireless device, and determine
that a user of the device is not positioned to view the upper
display section of the foldable display screen in the semi-
folded state of the device. For example, the camera image
view may only capture a portion of the user of the device,
and not the user’s face. The image viewfinder module can
then determine that the user likely will not be able to see at
least the upper display section of the foldable display screen
when the wireless device is in the semi-folded (or semi-
closed) position. In particular, the user may not be able to see
the viewfinder user interface that displays what the rear-
facing camera is capturing, and the image viewfinder mod-
ule can initiate to display the viewfinder user interface on the
lower display section of the foldable display screen. Simi-
larly, the image viewfinder module can utilize the camera
image view that shows the face of the user, and automati-
cally shift or adjust the display of the viewfinder user
interface on the foldable display screen based on a deter-
mined eye gaze of the user.

[0014] While features and concepts of a foldable display
viewfinder user interface can be implemented in any number
of different devices, systems, environments, and/or configu-
rations, implementations of a foldable display viewfinder
user interface are described in the context of the following
example devices, systems, and methods.

[0015] FIG. 1 illustrates an example 100 of techniques for
a foldable display viewfinder user interface, such as imple-
mented with a wireless device 102. In this example 100, the
wireless device 102 may be any type of a mobile device,
tablet device, computing device, mobile phone, flip phone,
smartphone, and/or any other type of wireless device. Gen-
erally, the wireless device 102 may be any type of an
electronic, computing, and/or communication device imple-
mented with various components, such as a processor sys-
tem and memory, as well as any number and combination of
different components as further described with reference to
the example device shown in FIG. 5. For example, the
wireless device 102 can include a power source to power the
device, such as a rechargeable battery and/or any other type
of active or passive power source that may be implemented
in an electronic, computing, and/or communication device.
[0016] In this example 100, the wireless device 102 has a
rear-facing camera 104, a front-facing camera 106, and a
foldable display screen 108 included in a device housing
110. Generally, the rear-facing camera 104 includes a lens
that is integrated in the back cover or housing of the device,
and faces away from a user of the device toward the
surrounding environment. The rear-facing camera 106 also
has an imaging sensor, referred to as an imager, that receives
light directed through the camera lens, which is then cap-
tured as digital content, such as a digital photo or digital
video content. For example, the digital content that is
captured by the rear-facing camera 104 may be a digital
photo of an environment as the field-of-view of the camera.
As used herein, the term “digital content” includes any type

Dec. 16, 2021

of digital image, digital photograph, a digital video frame of
a video clip, digital video, and any other type of digital
content. A digital image that is captured with a camera
device generally refers to the functions performed by the
camera device to image a digital photo when initiated by a
user of the device to photograph a person, object, or other
type of subject.

[0017] Similarly, the front-facing camera 106 of the wire-
less device 102 includes a lens that is integrated in or around
the foldable display screen 108 of the device, and the
front-facing camera 106 generally faces the user of the
device as he or she holds the device in a position to view the
display screen. The front-facing camera 106 also has an
imager that receives light directed through the camera lens,
which is then captured as a digital image from a viewpoint
opposite the rear-facing camera. Users commonly use the
front-facing camera 106 to take pictures (e.g., digital
images) of themselves, such as self-portrait digital images
often referred to as “selfies.”

[0018] In implementations, the device housing 110 may
operate to rotate or fold to a closed position, an open
position, or a semi-folded position (i.e., a semi-closed or
semi-open position, such as shown in this example 100). The
device housing 110 includes a lower housing section 112 and
an upper housing section 114. Generally, the foldable dis-
play screen 108 includes a lower display section 116 and an
upper display section 118, each section located respectively
within the lower housing section 112 and the upper housing
section 114 on which the foldable display screen 108 is
located. In implementations, the foldable display screen 108
may be a single, continuous display screen that is bifurcated
or divided approximately in half sections along a foldable
joint, such as into the lower display section 116 and the
upper display section 118. Alternatively, the foldable display
screen 108 may be two or more display screens implemented
in concert to appear substantially as one continuous display
screen that is foldable into the bifurcated or half sections of
approximately equal size. As noted above, although the
foldable display screen 108 is generally shown and
described as having the lower display section 116 and the
upper display section 118, the features and techniques for a
foldable display viewfinder user interface are similarly
applicable for a device with a foldable display screen that
folds side-by-side, or in the instance when a user may hold
the device in a sideways position to capture a digital image.

[0019] The wireless device 102 implements an image
viewfinder module 120, which manages aspects and tech-
niques for a foldable display viewfinder user interface, as
described herein. As further shown and described with
reference to FIG. 2, the image viewfinder module 120 can be
implemented with independent processing, memory, and/or
logic components functioning as a computing and/or elec-
tronic device integrated with the wireless device 102. Alter-
natively or in addition, the image viewfinder module 120 can
be implemented as a software application or software mod-
ule, such as integrated with an operating system and as
computer-executable software instructions that are execut-
able with a processor of the wireless device 102. As a
software application or module, the image viewfinder mod-
ule 120 can be stored in memory of the device, or in any
other suitable memory device or electronic data storage
implemented with the image viewfinder module. Alterna-
tively or in addition, the image viewfinder module 120 may
be implemented in firmware and/or at least partially in
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computer hardware. For example, at least part of the image
viewfinder module 120 may be executable by a computer
processor, and/or at least part of the image viewfinder
module may be implemented in logic circuitry.

[0020] In implementations, the image viewfinder module
120 manages the display of a viewfinder user interface 122
on the foldable display screen 108 of the wireless device
102. In this example, a camera preview image 124, as
captured by the rear-facing camera 104, is displayable on the
foldable display screen 108 in the viewfinder user interface
122. The camera preview image 124 that is captured by the
rear-facing camera 104 is a preview of the viewable subject
126 that may then be captured as a digital photo when
initiated by the user of the device, such as the human subject
in this example who is viewable from the perspective of the
rear-facing camera. As displayed on the foldable display
screen 108, the viewfinder user interface 122 can receive
inputs and user selections such as, for example, touch inputs
(e.g., on a touchscreen display), gesture inputs, or other
types of user inputs.

[0021] The image viewfinder module 120 can also receive
a camera image view 128 from the front-facing camera 106
of the wireless device 102. Generally, the camera image
view 128 is digital content that may include an image of the
face of the user of the device, or partial facial features and/or
other features of the user or objects viewable within the
field-of-view of the front-facing camera 106. As used herein,
the terms “camera preview image” and “camera image
view” can include any type of digital image, digital photo-
graph, preview image, a digital video frame of a video clip,
digital video, and any other type of digital content. The
different terms “camera preview image” and “camera image
view” are used merely for ease of description to differentiate
the preview images captured by the respective rear-facing
camera 104 and the front-facing camera 106.

[0022] As generally shown at 130, a user may hold the
wireless device 102 in a manner to use the rear-facing
camera to capture photos at various angles relative to the
user of the device and the subject 126 of the photos. If the
user positions the device at a low angle (e.g., held down low
as shown at 130), or at any angle in which the subject is not
generally at eye-level with the user of the device, then the
user may not be able to see the foldable display screen 108
on the wireless device. Notably, the user will likely not be
able to see at least the upper display section 118 of the
foldable display screen 108 when the device is in a semi-
open (or semi-closed) position. In particular, the user may
not be able to see the viewfinder user interface 122 that
displays what the rear-facing camera 104 is capturing if the
viewfinder user interface is displayed fully on the foldable
display screen (i.e., on both the lower display section 116
and the upper display section 118).

[0023] In implementations, the image viewfinder module
120 can determine a semi-folded state 132 of the wireless
device 102, and initiate to display the viewfinder user
interface 122 on a bifurcated or an approximate half section
of the foldable display screen 108 in the semi-folded state,
such as to display the viewfinder user interface 122 on the
lower display section 116 of the foldable display screen. For
example, the image viewfinder module 120 can determine
the semi-folded state 132, or an open state 134, of the
wireless device 102 based on an angle 136 of a foldable joint
between the lower housing section 112 relative to the upper
housing section 114 of the wireless device 102. The image
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viewfinder module 120 can receive the angle 136 of the
foldable joint between the housing sections of the wireless
device 102 as the angle input 138.

[0024] Alternatively or in addition, the image viewfinder
module 120 can receive sensor data 140 that indicates a
change in the angle 136 of the foldable joint between the
housing sections of the wireless device 102. From the sensor
data 140, the image viewfinder module 120 can determine a
change in the foldable display screen 108 from the substan-
tially open state 134 to the semi-folded state 132, or alter-
natively, from the semi-folded state 132 to the substantially
open state 134. For example, sensors associated with the
foldable joint of the device housing 110 can sense a change
in the relative opening angle 136 of the foldable joint and
communicate the angle input 138 to the image viewfinder
module 120 as the respective sections of the device housing
110 are rotated between states of open, semi-open (or
semi-folded), and closed. Alternatively or in addition, the
sensor data 140 can include data from one or a combination
of RFID sensors, proximity sensors, contact sensors, or
other suitable sensors positioned in the lower housing sec-
tion 112 and/or in the upper housing section 114 to detect
when the wireless device 102 transitions from states of
unfolded and open to folded, and vice-versa.

[0025] In implementations, the image viewfinder module
120 can receive the camera image view 128 as an input from
the front-facing camera 106 of the wireless device 102, and
determine that a user of the device is not positioned to view
the upper display section 118 of the foldable display screen
108 in the semi-folded state of the device. For example, the
camera image view 128 in this example 100 illustrates that
the field-of-view of the front-facing camera 106 only cap-
tures a portion of the user at 130, and not her face. The image
viewfinder module 120 can then determine that the user
likely will not be able to see at least the upper display section
118 of the foldable display screen 108 when the wireless
device is in the semi-folded (or semi-closed) position. In
particular, the user may not be able to see the viewfinder user
interface 122 that displays what the rear-facing camera 104
is capturing, and the image viewfinder module 120 can
initiate to display the viewfinder user interface 122 on the
lower display section 116 of the foldable display screen 108,
as shown in this example. Similarly, the image viewfinder
module 120 can utilize the camera image view 128 that
shows the face of the user, and automatically shift or adjust
the display of the viewfinder user interface 122 on the
foldable display screen 108 based on a determined eye gaze
of the user.

[0026] The image viewfinder module 120 can also receive
the camera image view 128 as the input from the front-
facing camera 106 of the wireless device 102, and determine
a device orientation 142 of the device relative to using the
rear-facing camera 104 to capture a digital image based on
input of the camera image view 128 from the front-facing
camera 106. For example, the image viewfinder module 120
can determine the device orientation 142 based on the sensor
data 140, which in addition to the sensor discussion above,
can include sensor data inputs from motion sensors, such as
may be implemented in an inertial measurement unit (IMU).
The motion sensors can be implemented with various sen-
sors, such as a gyroscope, an accelerometer, and/or other
types of motion sensors to sense position, velocity, and
acceleration changes of the wireless device. An accelerom-
eter input can be used by the image viewfinder module 120
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to determine the difference between a low-angle mode and
a high-angle mode of the wireless device 102 in a camera
view mode.

[0027] Additionally, the viewfinder user interface 122 may
be displayed fully on the foldable display screen 108 (i.e., on
both the lower display section 116 and the upper display
section 118). The image viewfinder module 120 can receive
the sensor data 140 that indicates a change in the angle 136
of the foldable display screen 108, as corresponding to a
change in the angle of the device housing, from substantially
open (e.g., the open state 134) to the semi-folded state 132.
The image viewfinder module 120 can then initiate to
display the viewfinder user interface 122 on the approximate
half section of the foldable display screen 108 based on the
sensor data. For example, when a user partially closes the
wireless device 102 from an open position, the image
viewfinder module 120 can then initiate to display the
viewfinder user interface 122 on an approximate half section
of the foldable display screen 108, such as on the lower
display section 116 or the upper display section 118, as
appropriate to enable the user to see the camera preview
image 124 in the viewfinder user interface 122.

[0028] Alternatively, the viewfinder user interface 122
may be displayed on an approximate half section of the
foldable display screen 108, such as on the lower display
section 116 or the upper display section 118. The image
viewfinder module 120 can receive the sensor data 140 that
indicates a change in the angle 136 of the foldable display
screen 108, as corresponding to a change in the angle of the
device housing, from the semi-folded state 132 to substan-
tially open (e.g., the open state 134). The image viewfinder
module 120 can then initiate to change the display of the
viewfinder user interface 122 from the approximate half
section of the foldable display screen 108 to display on
substantially all of the foldable display screen. For example,
when a user opens the wireless device 102 from a partially
closed position, the image viewfinder module 120 can then
initiate to display the viewfinder user interface 122 on the
full display (i.e., on both the lower display section 116 and
the upper display section 118 of the foldable display screen
108).

[0029] FIG. 2 further illustrates an example 200 of the
wireless device 102 that can be used to implement the
techniques of a foldable display viewfinder user interface,
such as shown and described with reference to FIG. 1. In this
example 200, the wireless device 102 may be any type of a
computing device, tablet device, mobile phone, flip phone,
wearable device, or any other type of portable electronic
and/or mobile device. Generally, the wireless device 102
may be any type of an electronic and/or computing device
implemented with various components, such as a processor
system 202, to include an integrated or independent video
graphics processor, and memory 204, as well as any number
and combination of different components as further
described with reference to the example device shown in
FIG. 5. For example, the wireless device 102 can include a
power source to power the device, such as a rechargeable
battery and/or any other type of active or passive power
source that may be implemented in an electronic and/or
computing device.

[0030] In implementations, the wireless device 102 may
be a mobile phone (also commonly referred to as a “smart-
phone”) implemented as a dual-camera wireless device. The
wireless device 102 includes the rear-facing camera 104 and
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the front-facing camera 106. Although the devices are gen-
erally described herein as dual-camera devices having two
cameras, any one or more of the devices may include more
than two cameras. For example, an implementation of the
rear-facing camera 104 may include two or three individual
cameras itself, such as to capture digital content at different
focal lengths, different apertures, or from different angles
approximately simultaneously.

[0031] In this example 200, the rear-facing camera 104
includes an imager 206 to capture digital content of a camera
preview image 124, such as a digital photo or digital video
content as described with reference to FIG. 1. For example,
the camera preview image 124 that is captured by the
rear-facing camera 104 may be a digital image of a human
subject (e.g., subject 126) as viewable when the wireless
device 102 is held lower at approximately waist-level by the
user, which presents a low angle perspective and field-of-
view with the rear-facing camera 104. The digital content
that is captured with the rear-facing camera 104 of the
wireless device 102 is an example of the camera preview
image 124 that is displayable in the viewfinder user interface
122 on an approximate half section or substantially all of the
foldable display screen 108 of the wireless device 102.

[0032] Similarly, the front-facing camera 106 includes an
imager 208 to capture a digital image as the camera image
view 128 from a viewpoint opposite the rear-facing camera
104. Generally, the camera image view 128 may include
depictions of one or more objects, to include an image of a
user of the device and/or objects viewable within the field-
of-view of the front-facing camera 106. The camera image
view 128 that is captured with the front-facing camera 106
of the wireless device 102 as a self-image from the view-
point of the user holding the device and facing the camera
is an example of the camera image view 128 that may be
captured by the front-facing camera 106 of the wireless
device. In implementations, the imager 206 of the rear-
facing camera 104 and the imager 208 of the front-facing
camera 106 can be operational together to capture the
respective camera preview image 124 and the camera image
view 128 approximately simultaneously.

[0033] In this example 200, the wireless device 102
includes the image viewfinder module 120 that implements
the features of a foldable display viewfinder user interface,
as described herein and generally as shown and described
with reference to FIG. 1. The image viewfinder module 120
may be implemented as a module that includes independent
processing, memory, and/or logic components functioning
as a computing and/or electronic device integrated with the
wireless device 102. Alternatively or in addition, the image
viewfinder module 120 can be implemented as a software
application or software module, such as integrated with an
operating system and as computer-executable software
instructions that are executable with a processor (e.g., with
the processor system 202) of the wireless device 102. As a
software application or module, the image viewfinder mod-
ule 120 can be stored on computer-readable storage memory
(e.g., the memory 204 of the device), or in any other suitable
memory device or electronic data storage implemented with
the image viewfinder module. Alternatively or in addition,
the image viewfinder module 120 may be implemented in
firmware and/or at least partially in computer hardware. For
example, at least part of the image viewfinder module 120
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may be executable by a computer processor, and/or at least
part of the image viewfinder module 120 may be imple-
mented in logic circuitry.

[0034] In implementations of a foldable display view-
finder user interface, the image viewfinder module 120 can
determine a semi-folded state 132 of the foldable display
screen 108 of the wireless device 102. As described above,
the image viewfinder module 120 can receive an angle input
138 and/or sensor data 140 to indicate an angle or change in
the angle of the foldable display screen 108, as correspond-
ing to the device housing being opened or folded closed. For
example, the image viewfinder module 120 can receive the
sensor data 140 from device sensors 210. Based on the angle
input 138 and/or the sensor data 140, the image viewfinder
module 120 can initiate to display the viewfinder user
interface 122 on an approximate half section of the foldable
display screen 108. The image viewfinder module 120 can
determine a change in the foldable display screen 108 from
the substantially open state 134 to the semi-folded state 132,
or alternatively, from the semi-folded state 132 to the
substantially open state 134. For example, sensors associ-
ated with the foldable joint of the device housing 110 can
sense a change in the relative opening angle 136 of the
foldable joint and communicate the angle input 138 to the
image viewfinder module 120 as the respective sections of
the device housing 110 are rotated between states of open,
semi-open (or semi-folded), and closed.

[0035] The viewfinder user interface 122 may be dis-
played fully on the foldable display screen 108 (i.e., on both
the lower display section 116 and the upper display section
118). For example, a user may initiate a camera view
application on the wireless device 102 while the device is in
an open position, and the viewfinder user interface 122 is
then displayed fully on the foldable display screen 108. The
image viewfinder module 120 can receive an input corre-
sponding to a change in the angle 136 of the device housing,
from substantially open (e.g., the open state 134) to the
semi-folded state 132. The image viewfinder module 120
can then initiate to display the viewfinder user interface 122
on the approximate half section of the foldable display
screen 108 based on the sensor data. For example, when the
user partially closes the wireless device 102 from an open
position, the image viewfinder module 120 can then initiate
to display the viewfinder user interface 122 on an approxi-
mate half section of the foldable display screen 108, such as
on the lower display section 116 or the upper display section
118, as appropriate to enable the user to see the camera
preview image 124 in the viewfinder user interface 122.

[0036] Alternatively, the viewfinder user interface 122
may be displayed on an approximate half section of the
foldable display screen 108, such as on the lower display
section 116 or the upper display section 118. For example,
the user may initiate the camera view application on the
wireless device 102 while the device is in a semi-open (or
semi-folded) position, and the viewfinder user interface 122
is then displayed on a half section of the foldable display
screen 108, such as on the lower display section 116 or the
upper display section 118. The image viewfinder module
120 can receive an input that indicates a change in the angle
136 of the foldable display screen 108, as corresponding to
a change in the angle of the device housing, from the
semi-folded state 132 to substantially open (e.g., the open
state 134). The image viewfinder module 120 can then
initiate to change the display of the viewfinder user interface
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122 from the approximate half section of the foldable
display screen 108 to display on substantially all of the
foldable display screen. For example, when a user opens the
wireless device 102 from a partially closed position, the
image viewfinder module 120 can then initiate to display the
viewfinder user interface 122 on the full display (i.e., on
both the lower display section 116 and the upper display
section 118 of the foldable display screen 108).

[0037] In implementations, the image viewfinder module
120 can receive the camera image view 128 as an input from
the front-facing camera 106 of the wireless device 102, and
determine that a user of the device is not positioned to view
the upper display section 118 of the foldable display screen
108 in the semi-folded state of the device. For example, the
image viewfinder module 120 can utilize facial recognition
techniques to detect whether the face of the user is within the
field-of-view of the front-facing camera 106 in the semi-
folded state 132 of the device, and in the absence a detected
face, the image viewfinder module 120 can initiate to display
of the viewfinder user interface 122 on the lower display
section 116 of the foldable display screen 108. The image
viewfinder module 120 determines that the user likely will
not be able to see at least the upper display section 118 of the
foldable display screen 108 when the wireless device is in
the semi-folded (or semi-closed) position. In particular, the
user may not be able to see the viewfinder user interface 122
that displays what the rear-facing camera 104 is capturing,
and the image viewfinder module 120 can initiate to display
the viewfinder user interface 122 on the lower display
section 116 of the foldable display screen 108. Similarly, the
image viewfinder module 120 can utilize the camera image
view 128 that shows the face of the user, and automatically
shift or adjust the display of the viewfinder user interface
122 on the foldable display screen 108 based on a deter-
mined eye gaze of the user.

[0038] Similarly, the image viewfinder module 120 can
also receive the camera image view 128 as the input from the
front-facing camera 106 of the wireless device 102, and
determine the device orientation 142 of the device relative to
using the rear-facing camera 104 to capture a digital image
based on input of the camera image view 128 from the
front-facing camera 106. For instance, the image viewfinder
module 120 can receive the digital content of the camera
image view 128 from the front-facing camera 106, and
process the image data of captured environmental features
(e.g., background, horizon, sun or sky position, etc.), build-
ing structures, facial features of the user, or other features.
These features can then be used by the image viewfinder
module 120 to compare with the digital content of the
camera preview image 124 captured by the rear-facing
camera 104, and determine the device orientation 142 of the
wireless device 102. Alternatively or in addition, the image
viewfinder module 120 can determine the device orientation
142 as discussed in conjunction with the angle input 138
and/or the sensor data 140.

[0039] In implementations, the image viewfinder module
120 can initiate to display the camera preview image 124 in
a periscopic viewing mode based on the determined device
orientation 142 of the wireless device 102. For example, a
user may hold the device in a partially closed position (i.e.,
a semi-folded state 132) with the device orientation 142
positioned to enable the user viewing the viewfinder user
interface 122 while the field-of-view of the rear-facing
camera 104 is positioned to capture the camera preview
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image 124 beyond or around obstructions. For example, the
user may hold the device in a position to capture a digital
image around a wall, above an elevated surface, below a
ledge (e.g., under furniture, shelves, or other relatively low
structures), and/or in any area in which it may be difficult for
a user to reach or access (e.g., a vehicle engine bay, behind
objects, or other confined areas). The camera preview image
124 that is displayed on the viewfinder user interface 122
can be rotated by the image viewfinder module 120 to
provide the user an appropriate viewable orientation regard-
less of the determined device orientation 142. Additionally,
the periscopic viewing mode can be implemented for use
with any light and camera integrated in the wireless device
102. Further, the image viewfinder module 120 can be
implemented to change one or more camera settings (e.g.,
focal length, exposure, contrast, brightness, illumination,
etc.) to enable the user to view or search for objects in dark
or cluttered environments.

[0040] In implementations, the image viewfinder module
120 can receive a user-selectable input, such as a touch input
(e.g., on atouchscreen display), a gesture input, or other type
of input, as shown in an example at 212, to select having the
viewfinder user interface 122 displayed on the lower display
section 116 or the upper display section 118 of the foldable
display screen 108. For example, a user can initiate a
touchscreen input 214 to change the section of the foldable
display screen 108 on which the viewfinder user interface
122 is displayed, such as by moving the viewfinder user
interface from the lower display section 116 to the upper
display section 118, or vice-versa. Additionally, the user of
the device can manually override the display position of the
viewfinder user interface 122, as initiated for display by the
image viewfinder module 120, such as to gain a better view
of the foldable display screen 108 on the device.

[0041] In similar implementations, a user can place the
wireless device 102 in the semi-folded state 132 on a
surface, such as on a table or on the ground, while viewing
the viewfinder user interface 122 on the lower display
section 116 for positioning the rear-facing camera 104 to
capture a digital image. The image viewfinder module 120
can be implemented to then use a timer mechanism or
receive a gesture or audible command to initiate the image
capture.

[0042] Example methods 300 and 400 are described with
reference to respective FIGS. 3 and 4 in accordance with
implementations of a foldable display viewfinder user inter-
face. Generally, any services, components, modules, meth-
ods, and/or operations described herein can be implemented
using software, firmware, hardware (e.g., fixed logic cir-
cuitry), manual processing, or any combination thereof.
Some operations of the example methods may be described
in the general context of executable instructions stored on
computer-readable storage memory that is local and/or
remote to a computer processing system, and implementa-
tions can include software applications, programs, functions,
and the like. Alternatively or in addition, any of the func-
tionality described herein can be performed, at least in part,
by one or more hardware logic components, such as, and
without limitation, Field-programmable Gate Arrays (FP-
GAs), Application-specific Integrated Circuits (ASICs),
Application-specific Standard Products (ASSPs), System-
on-a-chip systems (SoCs), Complex Programmable Logic
Devices (CPLDs), and the like.
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[0043] FIG. 3 illustrates example method(s) 300 of a
foldable display viewfinder user interface, and is generally
described with reference to a wireless device and an image
viewfinder module implemented by the device. The order in
which the method is described is not intended to be con-
strued as a limitation, and any number or combination of the
described method operations can be performed in any order
to perform a method, or an alternate method.

[0044] At 302, a camera preview image is captured with a
rear-facing camera of a wireless device. For example, the
rear-facing camera 104 of the wireless device 102 captures
the camera preview image 124 as a preview of the viewable
subject 126 that may then be captured as a digital photo
when initiated by the user of the device, such as the human
subject who is viewable from the perspective of the rear-
facing camera.

[0045] At 304, a viewfinder user interface is displayed and
includes the camera preview image on a foldable display
screen of the wireless device. For example, the foldable
display screen 108 of the wireless device 102 displays the
viewfinder user interface 122, and the camera preview image
124, as captured by the rear-facing camera 104, is display-
able on the foldable display screen 108 in the viewfinder
user interface 122.

[0046] At 306, sensor data is received that indicates a
change in an angle of the foldable display screen from
substantially open to a semi-folded state. For example, the
image viewfinder module 120 implemented by the wireless
device 102 receives the sensor data 140 that indicates a
change in the angle 136 of the foldable display screen 108,
as corresponding to a change in the angle of the device
housing, from substantially open (e.g., the open state 134) to
the semi-folded state 132.

[0047] At 308, the semi-folded state of the foldable dis-
play screen is determined based on the sensor data. For
example, the image viewfinder module 120 that is imple-
mented by the wireless device 102 determines the semi-
folded state 132 of the foldable display screen 108 based on
the sensor data 140. The sensors 210 associated with the
foldable joint of the device housing 110 can sense a change
in the relative opening angle 136 of the foldable joint and
communicate the angle input 138 to the image viewfinder
module 120 as the respective sections of the device housing
110 are rotated between states of open, semi-open (or
semi-folded), and closed.

[0048] At 310, the viewfinder user interface that includes
the camera preview image is displayed on a bifurcated
section of the foldable display screen in the semi-folded
state. For example, the viewfinder user interface 122 may be
displayed fully on the foldable display screen 108 (i.e., on
both the lower display section 116 and the upper display
section 118), such as when a user of the wireless device 102
initiates a camera view application while the device is in an
open position, and the viewfinder user interface 122 is then
displayed fully on the foldable display screen 108. The
image viewfinder module 120 implemented by the wireless
device 102 can then initiate to display the viewfinder user
interface 122 on a bifurcated section (or approximate half
section) of the foldable display screen 108 based on the
received sensor data 140 that indicates the change in the
angle 136 of the device housing, such as from substantially
open (e.g., the open state 134) to the semi-folded state 132.
For example, when the user partially closes the wireless
device 102 from an open position, the image viewfinder
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module 120 can then initiate to display the viewfinder user
interface 122 on an approximate half section of the foldable
display screen 108, such as on the lower display section 116
or the upper display section 118, as appropriate to enable the
user to see the camera preview image 124 in the viewfinder
user interface 122.

[0049] At 312, additional sensor data is received that
indicates a change in an angle of the foldable display screen
from the semi-folded state back to substantially open. For
example, the image viewfinder module 120 implemented by
the wireless device 102 can receive an angle input 138
and/or sensor data 140 to indicate an angle or change in the
angle of the foldable display screen 108, as corresponding to
the device housing being opened or folded closed. The user
of the wireless device 102 may initiate the camera view
application while the device is in a semi-open (or semi-
folded) position, and the viewfinder user interface 122 is
then displayed on a half section of the foldable display
screen 108, such as on the lower display section 116 or the
upper display section 118. The image viewfinder module
120 can receive an input that indicates a change in the angle
136 of the foldable display screen 108, as corresponding to
a change in the angle of the device housing, from the
semi-folded state 132 to substantially open (e.g., the open
state 134).

[0050] At 314, the display of the viewfinder user interface
is changed from the bifurcated section of the foldable
display screen to display on substantially all of the foldable
display screen. For example, the image viewfinder module
120 implemented by the wireless device 102 initiates to
change the display of the viewfinder user interface 122 from
the bifurcated section (or approximate half section) of the
foldable display screen 108 to display on substantially all of
the foldable display screen. When a user opens the wireless
device 102 from a partially closed position, the image
viewfinder module 120 can then initiate to display the
viewfinder user interface 122 on the full display (i.e., on
both the lower display section 116 and the upper display
section 118 of the foldable display screen 108).

[0051] FIG. 4 illustrates example method(s) 400 of a
foldable display viewfinder user interface, and is generally
described with reference to a wireless device and an image
viewfinder module implemented by the device. The order in
which the method is described is not intended to be con-
strued as a limitation, and any number or combination of the
described method operations can be performed in any order
to perform a method, or an alternate method.

[0052] At 402, a camera preview image is captured with a
rear-facing camera of a wireless device. For example, the
rear-facing camera 104 of the wireless device 102 captures
the camera preview image 124 as a preview of the viewable
subject 126 that may then be captured as a digital photo
when initiated by the user of the device, such as the human
subject who is viewable from the perspective of the rear-
facing camera.

[0053] At 404, a viewfinder user interface is displayed that
includes the camera preview image on a foldable display
screen of the wireless device. For example, the foldable
display screen 108 of the wireless device 102 displays the
viewfinder user interface 122, and the camera preview image
124, as captured by the rear-facing camera 104, is display-
able on the foldable display screen 108 in the viewfinder
user interface 122.

Dec. 16, 2021

[0054] At 406, a semi-folded state of the foldable display
screen is determined. For example, the image viewfinder
module 120 implemented by the wireless device 102 deter-
mines the semi-folded state 132 of the foldable display
screen 108, such as based on a received angle input 138
and/or sensor data 140 that indicates an angle or change in
the angle of the foldable display screen 108, as correspond-
ing to the device housing being opened or folded closed.
[0055] At 408, a camera image view is received as an
input from a front-facing camera of the wireless device. For
example, the image viewfinder module 120 of the wireless
device 102 receives the camera image view 128 as an input
from the front-facing camera 106 of the device.

[0056] At 410, an orientation of the wireless device rela-
tive to using the rear-facing camera to capture a digital
image is determined based on input of the camera image
view from the front-facing camera. For example, the image
viewfinder module 120 of the wireless device 102 deter-
mines the device orientation 142 of the device relative to
using the rear-facing camera 104 to capture a digital image
based on input of the camera image view 128 from the
front-facing camera 106. For instance, the image viewfinder
module 120 receives the camera image view 128 from the
front-facing camera 106, and processes the image data of
captured environmental features (e.g., background, horizon,
sun or sky position, etc.), building structures, facial features
of the user, or other features. These features can then be used
by the image viewfinder module 120 to compare with the
camera preview image 124 captured by the rear-facing
camera 104, and determine the device orientation 142 of the
wireless device 102. Additionally, the image viewfinder
module 120 can determine the orientation 142 of the wire-
less device 102 based on the sensor data 140.

[0057] At 412, an upper display section of the foldable
display screen is determined as not viewable in the semi-
folded state based on input of the camera image view from
the front-facing camera. For example, the image viewfinder
module 120 of the wireless device 102 determines that the
upper display section 118 of the foldable display screen 108
is not viewable in the semi-folded state 132, such as by a
user of the device. The image viewfinder module 120 can
utilize facial recognition techniques to detect whether the
face of the user is within the field-of-view of the front-facing
camera 106 in the semi-folded state 132 of the device, and
in the absence a detected face, the image viewfinder module
120 determines that a user of the device is not positioned to
view the upper display section 118 of the foldable display
screen 108 in the semi-folded state of the device.

[0058] At 414, the viewfinder user interface is displayed
on a lower display section of the foldable display screen. For
example, the image viewfinder module 120 implemented by
the wireless device 102 initiates to display of the viewfinder
user interface 122 on the lower display section 116 of the
foldable display screen 108.

[0059] At 416, a user-selectable input is received to dis-
play the viewfinder user interface on the lower display
section or the upper display section of the foldable display
screen. For example, the image viewfinder module 120
implemented by the wireless device 102 receives a user-
selectable input, such as a touch input (e.g., on a touchscreen
display), a gesture input, or other type of input, to select
having the viewfinder user interface 122 displayed on the
lower display section 116 or the upper display section 118 of
the foldable display screen 108. A user can initiate the
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touchscreen input 214 to change the section of the foldable
display screen 108 on which the viewfinder user interface
122 is displayed, such as by moving the viewfinder user
interface from the lower display section 116 to the upper
display section 118, or vice-versa. Additionally, the user of
the device can manually override the display position of the
viewfinder user interface 122, as initiated for display by the
image viewfinder module 120, such as to gain a better view
of the foldable display screen 108 on the device.

[0060] FIG. 5 illustrates various components of an
example device 500, which can implement aspects of fold-
able display viewfinder user interface, as described herein.
The example device 500 can be implemented as any of the
devices described with reference to the previous FIGS. 1-4,
such as any type of a wireless device, mobile device, mobile
phone, flip phone, client device, companion device, paired
device, display device, tablet, computing, communication,
entertainment, gaming, media playback, and/or any other
type of computing and/or electronic device. For example,
the wireless device 102 described with reference to FIGS.
1-4 may be implemented as the example device 500.
[0061] The example device 500 can include various, dif-
ferent communication devices 502 that enable wired and/or
wireless communication of device data 504 with other
devices. The device data 504 can include any of the various
devices data and content that is generated, processed, deter-
mined, received, stored, and/or transferred from one com-
puting device to another, and/or synched between multiple
computing devices. Generally, the device data 504 can
include any form of audio, video, image, graphics, and/or
electronic data that is generated by applications executing on
a device. The communication devices 502 can also include
transceivers for cellular phone communication and/or for
any type of network data communication.

[0062] The example device 500 can also include various,
different types of data input/output (I/O) interfaces 506, such
as data network interfaces that provide connection and/or
communication links between the devices, data networks,
and other devices. The I/O interfaces 506 can be used to
couple the device to any type of components, peripherals,
and/or accessory devices, such as a computer input device
that may be integrated with the example device 500. The I/O
interfaces 506 may also include data input ports via which
any type of data, information, media content, communica-
tions, messages, and/or inputs can be received, such as user
inputs to the device, as well as any type of audio, video,
image, graphics, and/or electronic data received from any
content and/or data source.

[0063] The example device 500 includes a processor sys-
tem 508 of one or more processors (e.g., any of micropro-
cessors, controllers, and the like) and/or a processor and
memory system implemented as a system-on-chip (SoC)
that processes computer-executable instructions. The pro-
cessor system may be implemented at least partially in
computer hardware, which can include components of an
integrated circuit or on-chip system, an application-specific
integrated circuit (ASIC), a field-programmable gate array
(FPGA), a complex programmable logic device (CPLD),
and other implementations in silicon and/or other hardware.
Alternatively or in addition, the device can be implemented
with any one or combination of software, hardware, firm-
ware, or fixed logic circuitry that may be implemented in
connection with processing and control circuits, which are
generally identified at 510. The example device 500 may
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also include any type of a system bus or other data and
command transfer system that couples the various compo-
nents within the device. A system bus can include any one
or combination of different bus structures and architectures,
as well as control and data lines.

[0064] The example device 500 also includes memory
and/or memory devices 512 (e.g., computer-readable storage
memory) that enable data storage, such as data storage
devices implemented in hardware that can be accessed by a
computing device, and that provide persistent storage of data
and executable instructions (e.g., software applications, pro-
grams, functions, and the like). Examples of the memory
devices 512 include volatile memory and non-volatile
memory, fixed and removable media devices, and any suit-
able memory device or electronic data storage that maintains
data for computing device access. The memory devices 512
can include various implementations of random-access
memory (RAM), read-only memory (ROM), flash memory,
and other types of storage media in various memory device
configurations. The example device 500 may also include a
mass storage media device.

[0065] The memory devices 512 (e.g., as computer-read-
able storage memory) provide data storage mechanisms,
such as to store the device data 504, other types of infor-
mation and/or electronic data, and various device applica-
tions 514 (e.g., software applications and/or modules). For
example, an operating system 516 can be maintained as
software instructions with a memory device and executed by
the processor system 508 as a software application. The
device applications 514 may also include a device manager,
such as any form of a control application, software appli-
cation, signal-processing and control module, code that is
specific to a particular device, a hardware abstraction layer
for a particular device, and so on.

[0066] In this example, the device 500 includes an image
viewfinder module 518 that implements various aspects of
the described features and techniques for selectable response
options displayed based-on device grip position. The image
viewfinder module may be implemented with hardware
components and/or in software as one of the device appli-
cations 514, such as when the example device 500 is
implemented as the wireless device 102 described with
reference to FIGS. 1-4. An example of the image viewfinder
module 518 includes the image viewfinder module 120 that
is implemented by the wireless device 102, such as a
software application and/or as hardware components in the
wireless device. In implementations, the image viewfinder
module 518 may include independent processing, memory,
and logic components as a computing and/or electronic
device integrated with the example device 500.

[0067] The example device 500 can also include cameras
520 and/or motion sensors 522, such as may be implemented
as components of an inertial measurement unit (IMU). The
motion sensors 522 can be implemented with various sen-
sors, such as a gyroscope, an accelerometer, and/or other
types of motion sensors to sense motion of the device. The
motion sensors 522 can generate sensor data vectors having
three-dimensional parameters (e.g., rotational vectors in X, y,
and z-axis coordinates) indicating location, position, accel-
eration, rotational speed, and/or orientation of the device.
The example device 500 can also include one or more power
sources 524, such as when the device is implemented as a
wireless device and/or mobile device. The power sources
may include a charging and/or power system, and can be
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implemented as a flexible strip battery, a rechargeable bat-
tery, a charged super-capacitor, and/or any other type of
active or passive power source.

[0068] The example device 500 can also include an audio
and/or video processing system 526 that generates audio
data for an audio system 528 and/or generates display data
for a display system 530. The audio system and/or the
display system may include any types of devices that
generate, process, display, and/or otherwise render audio,
video, display, and/or image data. Display data and audio
signals can be communicated to an audio component and/or
to a display component via any type of audio and/or video
connection or data link. In implementations, the audio
system and/or the display system are integrated components
of the example device 500. Alternatively, the audio system
and/or the display system are external, peripheral compo-
nents to the example device.

[0069] Although implementations of a foldable display
viewfinder user interface have been described in language
specific to features and/or methods, the subject of the
appended claims is not necessarily limited to the specific
features or methods described. Rather, the specific features
and methods are disclosed as example implementations of a
foldable display viewfinder user interface, and other equiva-
lent features and methods are intended to be within the scope
of the appended claims. Further, various different examples
are described and it is to be appreciated that each described
example can be implemented independently or in connection
with one or more other described examples. Additional
aspects of the techniques, features, and/or methods dis-
cussed herein relate to one or more of the following:
[0070] A wireless device, comprising: a rear-facing cam-
era to capture digital images; a foldable display screen to
display a viewfinder user interface in which a camera
preview image as captured by the rear-facing camera is
displayable; an image viewfinder module implemented at
least partially in hardware to determine a semi-folded state
of the foldable display screen; and initiate to display the
viewfinder user interface on an approximate half section of
the foldable display screen in the semi-folded state.

[0071] Alternatively or in addition to the above described
wireless device, any one or combination of: the foldable
display screen includes a lower display section and an upper
display section; and the image viewfinder module initiates to
display the viewfinder user interface on one of the lower
display section or the upper display section. The image
viewfinder module is configured to receive a camera image
view as an input from a front-facing camera of the wireless
device; determine that a user of the wireless device is not
positioned to view the upper display section of the foldable
display screen in the semi-folded state based on input of the
camera image view from the front-facing camera; and
initiate the display of the viewfinder user interface on the
lower display section of the foldable display screen. The
image viewfinder module is configured to receive a camera
image view as an input from a front-facing camera of the
wireless device; and determine an orientation of the wireless
device relative to using the rear-facing camera to capture a
digital image based on input of the camera image view from
the front-facing camera. The image viewfinder module is
configured to receive a user-selectable input to display the
viewfinder user interface on the lower display section or the
upper display section of the foldable display screen. A
device housing is operable to rotate a first housing section
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relative to a second housing section to one of a closed
position, an open position, or a semi-open position of the
wireless device; wherein the foldable display screen
includes a first display in the first housing section and a
second display in the second housing section; and the image
viewfinder module initiates to display the viewfinder user
interface on one of the first display or the second display in
the semi-open position of the wireless device. The image
viewfinder module is configured to receive an angle input
that indicates an angle of the semi-folded state of the
foldable display screen; and initiate to display the viewfinder
user interface on the approximate half section of the foldable
display screen based on the angle input. The image view-
finder module is configured to receive sensor data that
indicates a change in an angle of the foldable display screen
from substantially open to the semi-folded state; and initiate
to display the viewfinder user interface on the approximate
half section of the foldable display screen based on the
sensor data. The image viewfinder module is configured to
receive sensor data that indicates a change in an angle of the
foldable display screen from the semi-folded state to sub-
stantially open; and initiate to change the display of the
viewfinder user interface from the approximate half section
of the foldable display screen to display on substantially all
of the foldable display screen based on the sensor data. The
image viewfinder module is configured to receive sensor
data and determine an orientation of the wireless device; and
initiate to display the camera preview image in a periscopic
viewing mode of the viewfinder user interface.

[0072] A method, comprising: capturing a camera preview
image with a rear-facing camera of a wireless device;
displaying a viewfinder user interface that includes the
camera preview image on a foldable display screen of the
wireless device; determining a semi-folded state of the
foldable display screen; and displaying the viewfinder user
interface that includes the camera preview image on a
bifurcated section of the foldable display screen in the
semi-folded state.

[0073] Alternatively or in addition to the above described
method, any one or combination of: the method further
comprising receiving a camera image view as an input from
a front-facing camera of the wireless device; determining
that a user of the wireless device is not positioned to view
an upper display section of the foldable display screen in the
semi-folded state based on input of the camera image view
from the front-facing camera; and initiating the display of
the viewfinder user interface on a lower display section of
the foldable display screen. The method further comprising
receiving a camera image view as an input from a front-
facing camera of the wireless device; and determining an
orientation of the wireless device relative to using the
rear-facing camera to capture a digital image based on input
of'the camera image view from the front-facing camera. The
method further comprising receiving a user-selectable input
to display the viewfinder user interface on a lower display
section or an upper display section of the foldable display
screen. The method further comprising receiving sensor data
that indicates a change in an angle of the foldable display
screen from substantially open to the semi-folded state; and
displaying the viewfinder user interface on the bifurcated
section of the foldable display screen based on the sensor
data. The method further comprising receiving sensor data
that indicates a change in an angle of the foldable display
screen from the semi-folded state to substantially open; and
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changing the display of the viewfinder user interface from
the bifurcated section of the foldable display screen to
display on substantially all of the foldable display screen
based on the sensor data. The method further comprising
determining an orientation of the wireless device based on
sensor data; and displaying the camera preview image in a
periscopic viewing mode of the viewfinder user interface.
[0074] A system, comprising: a rear-facing camera to
capture a camera preview image; a front-facing camera to
capture a camera image view; a foldable display screen to
display a viewfinder user interface in which the camera
preview image as captured by the rear-facing camera is
displayable; an image viewfinder module implemented at
least partially in hardware to determine that an upper display
section of the foldable display screen is not viewable in a
semi-folded state of the foldable display screen based on the
camera image view from the front-facing camera; and
initiate to display the viewfinder user interface in which the
camera preview image is displayed on a lower display
section of the foldable display screen in the semi-folded
state.
[0075] Alternatively or in addition to the above described
system, any one or combination of: the image viewfinder
module is configured to receive an angle input that indicates
an angle of the semi-folded state of the foldable display
screen; and initiate to display the viewfinder user interface
on the lower display section of the foldable display screen
based on the angle input. The image viewfinder module is
configured to receive sensor data that indicates a change in
a configuration of the foldable display screen from substan-
tially open to the semi-folded state; and initiate to display the
viewfinder user interface on the lower display section of the
foldable display screen based on the sensor data.
1. A wireless device, comprising:
a rear-facing camera to capture digital images;
a foldable display screen to display a viewfinder user
interface in which a camera preview image as captured
by the rear-facing camera is displayable;
an image viewfinder module implemented at least par-
tially in hardware to:
determine a semi-folded state of the foldable display
screen in which an entirety of the foldable display
screen is positioned in a direction toward a user of
the wireless device, with a portion of the foldable
display screen unviewable by the user in the semi-
folded state;

determine that an eye gaze of the user correlates with
the portion of the foldable display screen that is
unviewable by the user in the semi-folded state of the
foldable display screen; and

initiate to display the viewfinder user interface on an
approximate half section of the foldable display
screen for viewability based on the determined eye
gaze of the user, the semi-folded state of the foldable
display screen, and the camera preview image being
displayed in the viewfinder user interface.

2. The wireless device as recited in claim 1, wherein:

the foldable display screen includes a lower display
section and an upper display section; and

the image viewfinder module initiates to display the
viewfinder user interface on one of the lower display
section or the upper display section.

3. The wireless device as recited in claim 2, wherein the

image viewfinder module is configured to:
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receive a camera image view as an input from a front-
facing camera of the wireless device;

determine that a user of the wireless device is not posi-
tioned to view the upper display section of the foldable
display screen in the semi-folded state based on input
of the camera image view from the front-facing cam-
era; and

initiate the display of the viewfinder user interface on the
lower display section of the foldable display screen.

4. The wireless device as recited in claim 2, wherein the
image viewfinder module is configured to:

receive a camera image view as an input from a front-
facing camera of the wireless device; and

determine an orientation of the wireless device relative to
using the rear-facing camera to capture a digital image
based on input of the camera image view from the
front-facing camera.

5. The wireless device as recited in claim 2, wherein the
image viewfinder module is configured to receive a user-
selectable input to display the viewfinder user interface on
the lower display section or the upper display section of the
foldable display screen.

6. The wireless device as recited in claim 1, further
comprising:

a device housing operable to rotate a first housing section
relative to a second housing section to one of a closed
position, an open position, or a semi-open position of
the wireless device; wherein:

the foldable display screen includes a first display in the
first housing section and a second display in the second
housing section; and

the image viewfinder module initiates to display the
viewfinder user interface on one of the first display or
the second display in the semi-open position of the
wireless device.

7. The wireless device as recited in claim 1, wherein the

image viewfinder module is configured to:

receive an angle input that indicates an angle of the
semi-folded state of the foldable display screen; and

initiate to display the viewfinder user interface on the
approximate half section of the foldable display screen
based on the angle input.

8. The wireless device as recited in claim 1, wherein the

image viewfinder module is configured to:

receive sensor data that indicates a change in an angle of
the foldable display screen from substantially open to
the semi-folded state; and

initiate to display the viewfinder user interface on the
approximate half section of the foldable display screen
based on the sensor data.

9. The wireless device as recited in claim 1, wherein the

image viewfinder module is configured to:

receive sensor data that indicates a change in an angle of
the foldable display screen from the semi-folded state
to substantially open; and

initiate to change the display of the viewfinder user
interface from the approximate half section of the
foldable display screen to display on substantially all of
the foldable display screen based on the sensor data.

10. The wireless device as recited in claim 1, wherein the
image viewfinder module is configured to:

receive sensor data and determine an orientation of the
wireless device; and
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initiate to display the camera preview image in a peri-
scopic viewing mode of the viewfinder user interface.

11. A method, comprising:

capturing a camera preview image with a rear-facing
camera of a wireless device;

displaying a viewfinder user interface that includes the
camera preview image on a foldable display screen of
the wireless device;

determining a semi-folded state of the foldable display
screen in which an entirety of the foldable display
screen is positioned in a direction toward a user of the
wireless device, with a portion of the foldable display
screen unviewable by the user in the semi-folded state;

determining that an eye gaze of the user correlates with
the portion of the foldable display screen that is
unviewable by the user in the semi-folded state of the
foldable display screen; and

displaying the viewfinder user interface that includes the
camera preview image on a bifurcated section of the
foldable display screen for viewability based on the
determined eye gaze of the user, the semi-folded state
of the foldable display screen, and the camera preview
image being displayed in the viewfinder user interface.

12. The method as recited in claim 11, further comprising:

receiving a camera image view as an input from a
front-facing camera of the wireless device;

determining that a user of the wireless device is not
positioned to view an upper display section of the
foldable display screen in the semi-folded state based
on input of the camera image view from the front-
facing camera; and

initiating the display of the viewfinder user interface on a
lower display section of the foldable display screen.

13. The method as recited in claim 11, further comprising:

receiving a camera image view as an input from a
front-facing camera of the wireless device; and

determining an orientation of the wireless device relative
to using the rear-facing camera to capture a digital
image based on input of the camera image view from
the front-facing camera.

14. The method as recited in claim 11, further comprising
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16. The method as recited in claim 11, further comprising:
receiving sensor data that indicates a change in an angle
of the foldable display screen from the semi-folded
state to substantially open; and
changing the display of the viewfinder user interface from
the bifurcated section of the foldable display screen to
display on substantially all of the foldable display
screen based on the sensor data.
17. The method as recited in claim 11, further comprising:
determining an orientation of the wireless device based on
sensor data; and
displaying the camera preview image in a periscopic
viewing mode of the viewfinder user interface.
18. A system, comprising:
a rear-facing camera to capture a camera preview image;
a front-facing camera to capture a camera image view;
a foldable display screen to display a viewfinder user
interface in which the camera preview image as cap-
tured by the rear-facing camera is displayable, an
entirety of the foldable display screen positioned in a
direction toward a user in a semi-folded state, with a
portion of the foldable display screen unviewable by
the user in the semi-folded state;
an image viewfinder module implemented at least par-
tially in hardware to:
determine that an eye gaze of the user correlates with
the portion of the foldable display screen that is
unviewable by the user in the semi-folded state of the
foldable display screen;
determine that an upper display section of the foldable
display screen is not viewable in the semi-folded
state of the foldable display screen based on the
determined eye gaze of the user and the camera
image view from the front-facing camera; and
initiate to display the viewfinder user interface in which
the camera preview image is displayed on a lower
display section of the foldable display screen in the
semi-folded state.
19. The system as recited in claim 18, wherein the image
viewfinder module is configured to:
receive an angle input that indicates an angle of the
semi-folded state of the foldable display screen; and
initiate to display the viewfinder user interface on the
lower display section of the foldable display screen
based on the angle input.

receiving a user-selectable input to display the viewfinder
user interface on a lower display section or an upper display
section of the foldable display screen.
15. The method as recited in claim 11, further comprising:
receiving sensor data that indicates a change in an angle
of the foldable display screen from substantially open
to the semi-folded state; and
displaying the viewfinder user interface on the bifurcated
section of the foldable display screen based on the
sensor data. ¥k k% %

20. The system as recited in claim 18, wherein the image
viewfinder module is configured to:

receive sensor data that indicates a change in a configu-
ration of the foldable display screen from substantially
open to the semi-folded state; and

initiate to display the viewfinder user interface on the
lower display section of the foldable display screen
based on the sensor data.



