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(57) ABSTRACT

A method is provided, including the following operations:
executing a video game by a cloud gaming computer;
streaming video generated from the executing video game
over a network to a primary client device; streaming the
video over the network from the primary client device to one
or more secondary client devices; receiving, over the net-
work by an input aggregation server, input data from the
secondary client devices; sending, over the network by the
input aggregation server, the input data from the secondary
client devices to the primary client device, the primary client
device being configured to generate combined input data by
combining the input data from the secondary client devices
with input data generated at the primary client device;
receiving, over the network by the cloud gaming computer,
the combined input data; applying, by the cloud gaming
computer, the combined input data to drive the execution of
the video game.
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BIFURCATION OF SHARED CONTROLS
AND PASSING CONTROLS IN A VIDEO
GAME

BACKGROUND

1. Field of the Disclosure

[0001] The present disclosure relates to bifurcation of
shared controls and passing controls in an interactive appli-
cation such as a video game.

2. Description of the Related Art

[0002] The video game industry has seen many changes
over the years. As computing power has expanded, devel-
opers of video games have likewise created game software
that takes advantage of these increases in computing power.
To this end, video game developers have been coding games
that incorporate sophisticated operations and mathematics to
produce very detailed and engaging gaming experiences.
[0003] Example gaming platforms include the Sony Play-
station®, Sony Playstation2® (PS2), Sony Playstation3®
(PS3), and Sony Playstation4® (PS4), each of which is sold
in the form of a game console. As is well known, the game
console is designed to connect to a display (typically a
television) and enable user interaction through handheld
controllers. The game console is designed with specialized
processing hardware, including a CPU, a graphics synthe-
sizer for processing intensive graphics operations, a vector
unit for performing geometry transformations, and other
glue hardware, firmware, and software. The game console
may be further designed with an optical disc reader for
receiving game discs for local play through the game
console. Online gaming is also possible, where a user can
interactively play against or with other users over the
Internet. As game complexity continues to intrigue players,
game and hardware manufacturers have continued to inno-
vate to enable additional interactivity and computer pro-
grams.

[0004] A growing trend in the computer gaming industry
is to develop games that increase the interaction between the
user and the gaming system. One way of accomplishing a
richer interactive experience is to use wireless game con-
trollers whose movement is tracked by the gaming system in
order to track the player’s movements and use these move-
ments as inputs for the game. Generally speaking, gesture
input refers to having an electronic device such as a com-
puting system, video game console, smart appliance, etc.,
react to some gesture made by the player and captured by the
electronic device.

[0005] Another way of accomplishing a more immersive
interactive experience is to use a head-mounted display
(HMD). A head-mounted display is worn by the user and can
be configured to present various graphics, such as a view of
a virtual space. The graphics presented on a head-mounted
display can cover a large portion or even all of a user’s field
of view. Hence, a head-mounted display can provide a
visually immersive virtual reality experience to the user, as
the HMD renders a three-dimensional real-time view of the
virtual environment in a manner that is responsive to the
user’s movements. The user wearing an HMD is afforded
freedom of movement in all directions, and accordingly can
be provided a view of the virtual environment in all direc-
tions via the HMD.
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[0006] It is in this context that implementations of the
disclosure arise.

SUMMARY

[0007] Implementations of the present disclosure include
devices, methods and systems relating to bifurcation of
shared controls and passing controls in an interactive appli-
cation such as a video game.

[0008] In some implementations, a method is provided,
including the following method operations: executing a
video game by a cloud gaming computer; streaming video
generated from the executing video game over a network to
a primary client device; streaming the video over the net-
work from the primary client device to one or more sec-
ondary client devices; receiving, over the network by an
input aggregation server, input data from the secondary
client devices; sending, over the network by the input
aggregation server, the input data from the secondary client
devices to the primary client device, the primary client
device being configured to generate combined input data by
combining the input data from the secondary client devices
with input data generated at the primary client device;
receiving, over the network by the cloud gaming computer,
the combined input data; applying, by the cloud gaming
computer, the combined input data to drive the execution of
the video game.

[0009] In some implementations, the combined input data
defines a single input stream for control of a single player’s
activity in the video game.

[0010] In some implementations, the combined input data
defines commands that are mapped to a single controller
device that is operably connected to the primary client
device.

[0011] In some implementations, the commands defined
by the combined input data include a first command mapped
to a first input device of the single controller device, and a
second command mapped to a second input device of the
single controller device, wherein the first command is ini-
tiated from activation of the first input device at the single
controller device, and wherein the second command is
initiated from activation of an input device at a secondary
controller device that is operably connected to one of the
secondary client devices.

[0012] In some implementations, the second command
being initiated from activation of the input device at the
secondary controller device defines a remote virtual trigger-
ing of the second input device of the single controller device
by the secondary client device through the input aggregation
server.

[0013] In some implementations, streaming the video
from the primary client device to the one or more secondary
client devices occurs over a peer-to-peer network that
includes the primary client device and the one or more
secondary client devices.

[0014] Insome implementations, the video generated from
the executing video game defines a view of a virtual envi-
ronment.

[0015] In some implementations, a method is provided,
including the following method operations: executing a
video game by a cloud gaming computer; streaming, by a
video server over a network, video generated from the
executing video game to a primary client device and to one
or more secondary client devices; receiving, over the net-
work by an input aggregation server, input data from the
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primary client device and input data from the secondary
client devices; generating, by the input aggregation server,
combined input data using the input data from the primary
client device and the input data from the secondary client
devices; sending, by the input aggregation server, the com-
bined input data to the cloud gaming computer; applying, by
the cloud gaming computer, the combined input data to drive
the execution of the video game.

[0016] In some implementations, the combined input data
defines a single input stream for control of a single player’s
activity in the video game.

[0017] In some implementations, the combined input data
defines commands that are mapped to a single controller
device that is operably connected to the primary client
device.

[0018] In some implementations, the commands defined
by the combined input data include a first command mapped
to a first input device of the single controller device, and a
second command mapped to a second input device of the
single controller device, wherein the first command is ini-
tiated from activation of the first input device at the single
controller device, and wherein the second command is
initiated from activation of an input device at a secondary
controller device that is operably connected to one of the
secondary client devices.

[0019] In some implementations, the second command
being initiated from activation of the input device at the
secondary controller device defines a remote virtual trigger-
ing of the second input device of the single controller device
by the secondary client device through the input aggregation
server.

[0020] Insome implementations, the video generated from
the executing video game defines a view of a virtual envi-
ronment.

[0021] In some implementations, a system is provided,
including the following: a cloud gaming computer config-
ured to execute a video game, wherein video generated from
the executing video game is streamed over a network to a
primary client device, the primary client device configured
to stream the video over the network from the primary client
device to one or more secondary client devices; an input
aggregation server configured to receive, over the network,
input data from the secondary client devices, the input
aggregation server further configured to send, over the
network, the input data from the secondary client devices to
the primary client device, the primary client device being
configured to generate combined input data by combining
the input data from the secondary client devices with input
data generated at the primary client device; the cloud
gaming computer configured to receive, over the network
from the primary client device, the combined input data, the
cloud gaming computer further configured to apply the
combined input data to drive the execution of the video
game.

[0022] In some implementations, the combined input data
defines a single input stream for control of a single player’s
activity in the video game.

[0023] In some implementations, the combined input data
defines commands that are mapped to a single controller
device that is operably connected to the primary client
device.

[0024] In some implementations, the commands defined
by the combined input data include a first command mapped
to a first input device of the single controller device, and a
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second command mapped to a second input device of the
single controller device, wherein the first command is ini-
tiated from activation of the first input device at the single
controller device, and wherein the second command is
initiated from activation of an input device at a secondary
controller device that is operably connected to one of the
secondary client devices.

[0025] In some implementations, the second command
being initiated from activation of the input device at the
secondary controller device defines a remote virtual trigger-
ing of the second input device of the single controller device
by the secondary client device through the input aggregation
server.

[0026] In some implementations, streaming the video
from the primary client device to the one or more secondary
client devices occurs over a peer-to-peer network that
includes the primary client device and the one or more
secondary client devices.

[0027] Insome implementations, the video generated from
the executing video game defines a view of a virtual envi-
ronment.

[0028] Other aspects and advantages of the disclosure will
become apparent from the following detailed description,
taken in conjunction with the accompanying drawings,
illustrating by way of example the principles of the disclo-
sure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0029] The disclosure may be better understood by refer-
ence to the following description taken in conjunction with
the accompanying drawings in which:

[0030] FIG. 1 conceptually illustrates bifurcation of con-
trol of a single player’s session amongst several users, in
accordance with implementations of the disclosure.

[0031] FIG. 2 conceptually illustrates passing of control of
a video game entity amongst a group of users, in accordance
with implementations of the disclosure.

[0032] FIG. 3 conceptually illustrates teams of users con-
trolling various virtual characters in a video game, in accor-
dance with implementations of the disclosure.

[0033] FIG. 4A illustrates a system for managing collab-
orative input to a video game, in accordance with imple-
mentations of the disclosure.

[0034] FIG. 4B illustrates a system for managing collab-
orative input to a video game, in accordance with imple-
mentations of the disclosure.

[0035] FIG. 5 illustrates a method for performing split
controller gameplay of a video game, in accordance with
implementations of the disclosure.

[0036] FIG. 6 illustrates a method for team video gaming,
wherein team members may be substituted for each other to
control a given virtual character/entity in the video game, in
accordance with implementations of the disclosure.

[0037] FIG. 7 illustrates one example of an HMD user
interfacing with a client system, and the client system
providing content to a second screen display, which is
referred to as a second screen, in accordance with one
implementation.

[0038] FIG. 8 is a block diagram of a Game System 1600,
according to various implementations of the disclosure.
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DETAILED DESCRIPTION

[0039] The following implementations of the present dis-
closure provide devices, methods, and systems relating to
bifurcation of shared controls and passing controls in an
interactive application such as a video game. It will be
obvious, however, to one skilled in the art that the present
disclosure may be practiced without some or all of the
specific details presently described. In other instances, well
known process operations have not been described in detail
in order not to unnecessarily obscure the present disclosure.
[0040] Broadly speaking, implementations of the present
disclosure provide various methods and systems that pro-
mote collaborative gaming through shared control of video
game entities and characters. For example, in some imple-
mentations, control of a single player’s session is bifurcated
amongst two or more remote users. By way of example, one
user might control a given action for a character, while
another user controls a different action for that same char-
acter. It will be appreciated that these actions may be
mapped to various input devices of a single primary con-
troller device. And thus, control of the input devices is split
out amongst the users. As the users are remote from each
other, their inputs can be aggregated and then applied as a
single input stream for the single player’s session.

[0041] In another implementation, control of a character
or other video game entity can be passed from one user to
another user. In some implementations there are many users
and control is passed in a round-robin fashion. In this way,
each member of a team of users is given a turn to control the
character or video game entity.

[0042] Extending the concepts, in another implementa-
tion, a team of users can control a limited number of
characters in a video game. That is, there is a certain number
of characters that are available to control in a video game,
and a larger number of users on the team. At any given time,
different users on the team can be assigned to control
different ones of the characters. For example, a team captain
may substitute one user for another with respect to a given
character in the video game.

[0043] For ease of description, reference will be made
throughout the present disclosure to control of a given
character in a video game. However, it will be appreciated
by those skilled in the art that the presently described
concepts apply not only to characters in a video game, but
to any entity that is controllable by a given user in a video
game. Accordingly, the term character can be used inter-
changeably with any other entity of the video game that is
controllable by a given user. And more specifically, the
character or entity is one that is traditionally controlled by a
single user.

[0044] FIG. 1 conceptually illustrates bifurcation of con-
trol of a single player’s session amongst several users, in
accordance with implementations of the disclosure. A video
game is executed and video that is generated by the execu-
tion of the video game is shown at reference 100. It will be
appreciated that in some implementations the video game is
executed by a cloud gaming machine, whereas in other
implementations the video game is executed by a local client
machine, such as a gaming console or personal computer, or
other computing device. The execution of the video game to
find a session of the video game for a given user. By way of
example with reference to the illustrated implementation,
the session of the video game can be defined for gameplay
by the user 112. For example, the user 112 may initiate the
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execution of the video game, and so the session that is
instantiated is associated to the user 112.

[0045] In a regular gameplay scenario, the user 112 may
operate a controller device 106 to provide input to the
executing video game to control, by way of example, a
character 102 (or other video game entity) in a virtual
environment defined by the executing video game. In the
illustrated implementation, the controller device 106 is
shown to include various input devices such as joysticks
108, buttons 110, and triggers 111. In the normal single user
mode of gameplay, all of the inputs from the input devices
of the singular controller device 106 are controlled by the
user 112.

[0046] However, in accordance with implementations of
the disclosure, a multi user mode of gameplay is provided
whereby the inputs can be bifurcated and assigned to other
users for control. That is, other users are enabled to virtually
control portions of the controller device 106 in a remote
fashion. By way of example without limitation, with refer-
ence to the illustrated implementation, additional users 114
and 116 are provided with the ability to control portions of
the controller device 106. For example, the primary user 112
may control the joysticks 108, whereas the secondary user
114 controls buttons 110, and another secondary user 116
controls the triggers 111. It will be appreciated that the
joysticks 108, the buttons 110, and the triggers 111 may each
correspond to different functions or actions in the video
game. For example, the joysticks 108 may be mapped to
control movement of the character 102 (e.g. running, walk-
ing, etc.), and the buttons 110 may be mapped to control
actions of the character 102 such as jumping or punching,
etc., and the triggers 111 may control a shooting action (e.g.
firing a weapon) by the character 102. In this way, each of
the users 112, 114, and 116 is tasked with controlling a
specific subset of activities for the character 102 in the video
game. In a single user mode, all of these activities would be
controlled by the primary user 112, however in the multi-
user mode presently described, multiple users can engage in
collaborative gameplay by sharing control of the character
102 in this manner.

[0047] The users 112, 114, and 116 are situated remotely
from each other, and therefore it will be appreciated that the
users 114 and 116 do not physically control the input devices
of the primary user’s controller device 106. Rather each of
the users 114 and 116 is enabled through systems of the
present disclosure to view the video 100 of the executing
video game in their own local environment, and provide
input that is mapped to the same command functionality as
that of the input devices of the controller device 106 to
which they have been assigned. In this manner, the user 114
is able to remotely and virtually control the functions that are
mapped to the buttons 110, whereas the user 116 is able to
remotely and virtually control the functions that are mapped
to the triggers 111.

[0048] Broadly speaking, each of the secondary users 114
and 116 may operate their own respective controller devices,
and inputs from each of the users 114 and 116 can be
transmitted and aggregated with inputs from the user 112
operating the controller device 106, to provide a combined
input stream that is transmitted to the executing video game
as if the combined input stream originated from the con-
troller device 106 only. Hence, while the session of the video
game may be defined for a single player, namely the primary
user 112, additional users 114 and 116 are able to join in the
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game play and afforded control of a portion of the control-
lable actions of the character 102 in the video game.
[0049] In some implementations, the primary user 112 can
invite the secondary users 114 and 116 to join their session.
Further, the primary user 112 may grant permission to the
users 114 and 116 and assign them to control the portions of
the game play as described. In some implementations, the
primary user 112 is enabled to decide how to split up the
controls, that is, determine which specific commands will be
allocated to which specific secondary users.

[0050] Insome implementations, the secondary user’s 114
or 116 may first spectate the game play of the video game by
the primary user 112, before requesting or being invited to
share the controller. By way of example, the users 112, 114,
and 116 may be friends on a social network, and be able to
see when each other is engaged in gameplay or online. Users
may receive notifications about each other’s gameplay, and
s0 gain access to spectate and possibly engage in bifurcated
control as presently described.

[0051] The presently described concepts for bifurcated
control of a single player’s gameplay can be extended to a
multiplayer game session scenario. For example, with con-
tinued reference to the implementation of FIG. 1, there can
be another primary user 126 that controls a character 104 in
the video game. As shown, the user 126 operates a controller
device 118 having various input devices that are configured
to provide input to the video game in order to control the
actions of the character 104. However, similar to concepts
described above, in some implementations, control of the
character 104 can be bifurcated amongst several users. Thus
by way of example, additional users 128 and 130 can be
provided with the video 100 of the executing video game,
and also a portion of control of the commands that are
mapped to input devices of the primary controller device
118. For example, while the primary user 126 controls the
joysticks 120 of the controller device 118, the user 128 can
control the buttons 122, and the user 130 can control the
triggers 124. As noted above, the secondary users 128 and
130 do not physically control the buttons and triggers, as
they are remotely situated. However, they provide input that
is mapped to the commands that are assigned to the buttons
and the triggers, so that when combined with the input from
the primary user 126 operating the joysticks 120, the com-
bined input is presented as a single input stream to the
executing video game as if originating from the controller
device 118 to control the actions of the character 104.
[0052] It will be appreciated that the presently described
bifurcated control scheme can enable more users to be
engaged in gameplay of a given video game than would
normally be the case for a single player game setup. Fur-
thermore, this can provide for new dynamics to the game-
play. For example, the users that share the control of a given
character or entity in the video game can enjoy the challenge
of coordinating their activities in order to fulfill the goals of
the video game. Furthermore, a group of users that collab-
oratively controls a single character or entity can form a
team, and compete against other teams that likewise collab-
oratively control another character or entity in the video
game.

[0053] In further implementations, there can be templates
for a given game that define how buttons or other input
devices and commands are allocated. In some implementa-
tions, users may vote or rate or indicate approval of tem-
plates (e.g. like, thumbs up, etc.). In some implementations,
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such templates and/or the division of controls can change
throughout a given game. For example, in one part of the
game it may make sense to split the controls one way,
whereas in another part of the game it may make sense to
split the controls another way. Furthermore, in some imple-
mentations, the shifting of the division of controls can be at
a set point in the game or can be dynamically in response to
some condition. It will be appreciated that this can provide
further complexity to the game play.

[0054] FIG. 2 conceptually illustrates passing of control of
a video game entity amongst a group of users, in accordance
with implementations of the disclosure. In the illustrated
implementation, a number of users are engaged in gameplay
of a video game, conceptually shown at reference 200. A
group of users 206, 208, 210, and 212 are assigned to control
a virtual character 202. In accordance with some implemen-
tations, control of the virtual character 202 is passed from
one user to another in a round-robin fashion. For example,
during a first period of time the virtual character 202 is
controlled by the user 206; during a successive second
period of time, the virtual character 202 is controlled by the
user 208; and, during successive third and fourth periods of
time, the virtual character 202 is controlled by the user 210
and the user 212, respectively. At the completion of the
cycle, control is returned to the first user 208, and cycled
through the users again in a round-robin fashion.

[0055] In some implementations, each user is given an
equivalent amount of time to control the character. For
example, each of the users 206, 208, 210, and 212 may be
given two minutes of time to control the virtual character
202, at the expiration of which control is passed to the next
user.

[0056] In other implementations, the amount of time that
a given user is allotted to control the character can vary
based on one or more factors. For example, in some imple-
mentations, higher amounts or rates of achievement are
rewarded with increased time of control. For example, if a
user scores points or otherwise achieves objectives at a
predefined rate or within a given amount of time, then they
may be able to continue controlling the character for an
additional amount of time; otherwise control is passed to the
next user. In some implementations, the amount of time
allotted to a given user to control the character is determined
based on a skill level of the user. For example, the amount
of time allotted may be inversely correlated to the skill level
of the user, such that users with lower skill levels are given
increased amounts of time, whereas users with higher skill
levels are given lower amounts time to control the character.

[0057] In some implementations, a user controls the char-
acter until he or she decides to relinquish control to the next
user, for example by pressing a button or providing input
indicating as such. In another implementation, a current user
controls the character until the next user interrupts the
current user to take over control of the character. In such an
implementation, the current user may be given a minimum
amount of time before the next user is able to interrupt and
take over control. In some implementations, some or all of
the users that are not currently controlling the character may
collectively determine when control is passed to the next
user. For example, control may be passed when some or all
(e.g. a threshold amount/percentage) of the non-controlling
users indicate that control should be passed, for example by
pressing a button or providing another input.
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[0058] It will be appreciated that in a multiplayer game,
there can be multiple characters that collaborate with each
other or compete against one another. With reference to the
illustrated implementation, the video game 200 may include
another virtual character 204 that is likewise controlled by a
group of users 214, 216, 218, and 220. These users may
control the virtual character 204 in a manner similar to that
described above with reference to the virtual character 202.
And thus, they may form a team to collaboratively or
competitively play the video game 200 with the other team
of users.

[0059] It will be appreciated that in some implementations
the video game is a cloud executed video game, whereas in
other implementations the video game may be executed by
a local client device associated with one of the users.
[0060] In some implementations, some of the above con-
cepts can be combined. For example, control of a given
character may be bifurcated into different portions of con-
trol. However, for each portion of control, there may be
multiple users that are queued to take control of the given
portion. The queued users may then assume control in turn
in a round robin fashion, for example for a limited amount
of time for each user. For example, a number of users may
each take a turn at controlling a given action of a character,
such as jumping or shooting, etc.

[0061] In some implementations, a plurality of users can
simultaneously control a given input. For example, input
data from the plurality of users can be aggregated and
processed to determine the specific nature of the input. By
way of example, in the case of control of a single button,
button presses from the plurality of users may be aggregated
to determine various aspects of the control, such as the
timing of when the button is pushed, how long the button is
held for, when the button is released, etc. In this manner, a
given control input can be shared amongst many users. It
will be appreciated that various methods can be employed to
determine the consensus input based on the individual inputs
of each of the plurality of users. For example, in some
implementations, for a given unit of time in the video game,
the most popular input is determined and applied (for
example, based on majority of users’ selection or by exceed-
ing a threshold fraction of the users). It should be appreci-
ated that the most popular input at a given moment in time
may be defined by the absence of any action. In some
implementations, and average or median of the inputs from
the various users can be determined and applied as the
consensus input.

[0062] It will be appreciated that the suitability of a
particular method for determining the consensus input can
depend upon the nature of that particular input. For example,
in the case of a binary input type such as a button which has
only on or off states, then it may be advantageous to
determine which state is most popular at a given time as this
result can be directly applied as the consensus input.
Whereas, in the case of a joystick input that can include a
broad range of directional and/or magnitude values, deter-
mining an average of the joystick inputs from the plurality
of users may be useful and directly applicable.

[0063] While the above-described methods for determin-
ing a consensus input have been described with reference to
a particular input device, for example of a controller device,
in other implementations, similar concept can be applied for
determining which inputs to apply for a single character or
entity in the video game that is being collaboratively con-
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trolled by a group of users. That is, for a given character that
is being controlled by a plurality of users simultaneously,
each individual user provides input commands, for example
through their respective controller devices and local com-
puting devices. These input commands from the plurality of
users are aggregated and processed to determine a single
input stream (as if coming from a single controller) for the
given character. For example, each user may operate a
button of their respective controller that triggers a jump
command. In some implementations, when the number of
users pressing the jump button within a particular time
period exceeds a predefined threshold (e.g. fraction of total
users exceeds a threshold amount, a majority presses the
button, etc.), then the jump command is forwarded to the
video game and executed by the character. As another
example, each user may operate a joystick that controls
movement of the character, and the aggregate joystick input
is determined across all of the users, and utilized to deter-
mine the movement of the character. In some implementa-
tions, determining the aggregate joystick input includes
determining an average or median of joystick input values
such as directional and/or magnitude values.

[0064] In another implementation, users may each have an
amount of virtual currency (e.g. in respective accounts) and
are able to use the virtual currency to pay for the right to
takeover control at a certain time in a game. In some
implementations, the user that pays the most at a given time
is given control of the character. In some implementations,
the user that is currently playing may earn additional virtual
currency based on their performance in the video game. It
will be appreciated that virtual currency can be earned or
bought through a variety of mechanisms apart from the
video game as well, including through gameplay of other
video games, promotions, direct purchase, etc.

[0065] Insome implementations, users may vote on which
particular user gets to control a given input or character/
entity. In some implementations, there may be an online
audience of spectators that can vote on which particular user
gets to control a given input or character/entity.

[0066] FIG. 3 conceptually illustrates teams of users con-
trolling various virtual characters in a video game, in accor-
dance with implementations of the disclosure. In the illus-
trated implementation, a multiplayer video game 300 is
configured to have teams of virtual characters or other
virtual entities that compete against one another. For
example a first team may consist of characters 302, 304, 306,
and 308. Whereas another team may consist of characters
310, 312, 314, and 316. The teams of characters are con-
trolled by respective teams of users. In the illustrated imple-
mentation, a first team of users 320 controls the various
virtual characters of the first team of characters (characters
302, 304, 306, and 308). And a second team of users 350
controls the various virtual characters of the second team of
characters (characters 310, 312, 314, and 316).

[0067] In accordance with implementations of the disclo-
sure, there can be many more users on a team of users than
there are available characters to control in their respective
team of virtual characters in the video game. Thus by way
of example, in the illustrated implementation, the first team
of users 320 includes users 322, 324, 326, 328, 330, 332,
334, 336, 338, and 340. At any given time, a subset of the
users of the first team 320 can be assigned to control the
virtual characters of the first team of characters. For
example, with reference to the illustrated implementation,
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the users 324, 326, 332, and 340 are shown at present to be
respectively controlling the virtual characters 302, 304, 306,
and 308.

[0068] In some implementations, one of the users on a
team of users may be designated as a team captain, with the
ability to select or determine which particular users are
assigned to control particular virtual characters. For
example, the user 322 may be a team captain of the team
320, and thus able to pick amongst the users of his or her
team to determine which ones will control the various
characters (302, 304, 306, and 308) of the first team of
characters at any given point in time. In this manner, the
team captain may strategically utilize the users of the team
to effectively compete in the video game. This can add an
additional layer of engagement in the game play of the video
game.

[0069] In some implementations, the team captain has
access to player information which can help inform the team
captain’s utilization of the available users on their team. For
example, information may be displayed to the team captain
such as player rankings, skill ratings, player gameplay
statistics, player experience ratings, or other information that
reflects an evaluation of the users’ gameplay abilities for the
video game. By considering such information, the team
captain may understand the strengths and weaknesses of the
users on their team, and accordingly choose which users to
assign to which virtual characters and when the assign them
based on this understanding. Furthermore, the real-time
statistics of users during the active gameplay session can be
tracked and displayed to the team captain.

[0070] In some implementations, a social network can be
leveraged in such a team gaming scenario. For example, the
system may enable the team captain to send an invite to a
member of their social graph, for example, that possesses a
certain skill or experience. By way of example without
limitation, such an invite could be sent via the social
network or through other communication channels such as
an e-mail, text message, instant message, notification, etc.

[0071] In some implementations, data about player skill
sets can be collected and analyzed by an online system and
player profiles can be generated. For example, the system
may be configured to automatically assign players using
such information so as to balance out the skill sets of the
teams to promote more even competition.

[0072] Likewise with reference to the illustrated imple-
mentation, the virtual characters of the second team of
virtual characters are controlled by a team of users 350,
including users 352, 354, 356, 358, 360, 362, 364, 366, 368,
and 370. As shown, the virtual characters 310, 312, 314, and
316, are at present being respectively controlled by the users
354, 356, 366, and 364. Similar to the concept described
above, the specific assignment of users to control virtual
characters can be determined by a team captain, which in the
illustrated implementation may be the user 352.

[0073] Further, while the team captains 322 and 352 may
respectively control the assignment of their teams 320 and
350, it will be appreciated that this can be combined with
other concepts described in the present disclosure. For
example, there may be a time limit to how long a given user
can control a given virtual character, thereby requiring the
team captain to continually determine who will next assume
control of a given character when the time limit expires. In
some implementations, there may be a usage requirement or
incentivization, such as requiring or incentivizing (e.g. via
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bonuses or penalties) the team captain to use all of the
players of their team within a given time span, or to use
players for a similar amount of time, etc. Such an imple-
mentation can help ensure that all the users of a given team
are given a chance to participate in controlling a virtual
character during the game play.

[0074] Furthermore, in some implementations, there can
be automatic rebalancing of users based on skill levels. For
example, if two teams are playing and one team is more
skilled than the other (e.g. as determined from player
gameplay metrics) or winning by a significant margin (e.g.
winning multiple rounds and/or winning by an amount
exceeding a threshold), then at the end of a round some of
the more skilled users can be moved/traded to the other
team. This can help to ensure more even distribution of skill
amongst teams and provide fairer gameplay and thereby
more engaging challenges in the gameplay.

[0075] In some implementations, one or more of the
players or controls could be computer-controlled by the
system (e.g. a bot). This can be another way to address
imbalances in the skill levels of teams. For example, when
there is a significant difference in the skill levels of teams
competing against each other, the team having a lower skill
level might have the option to use a computer-controlled bot
(e.g. to control a virtual character or subset of commands)
when facing another team having a higher skill level.
Further, as teams progress and become more skilled, the
ability to use such bots may be deactivated or turned off.
[0076] FIG. 4A illustrates a system for managing collab-
orative input to a video game, in accordance with imple-
mentations of the disclosure. In the illustrated implementa-
tion, a session 402 of cloud video game is executed by a
cloud game machine 400. For ease of description in the
present disclosure, the executing session 402 of the video
game may also be referred to as simply the video game,
which will be apparent to those skilled in the art. In some
implementations, the game machine 400 is a game console
or hardware equivalent of a game console, such as a unit of
a blade server. One example of a game console is the Sony
PlayStation 4 game console. In some implementations, the
game machine 400 is a server computer that is configured to
provide the appropriate execution environment for the video
game session 402. For example, in some implementations
such a server computer may execute a virtual machine that
provides the execution environment for the video game
session 402. The game machine 400 can be situated in a data
center along with other game machines.

[0077] In the illustrated implementation, the video game
session 402 is defined for a primary user 416. That is, the
video game session 402 is generated to enable gameplay of
the video game by the primary user 416. In some imple-
mentations, the video game can be one that the primary user
416 owns, or otherwise has access to, for example through
the primary user’s cloud gaming platform account. Broadly
speaking, the video game session 402 is configured to
generate, maintain, and update a game state of the video
game that defines the status of variables of the video game.
The video game session 402 receives a stream of input data
over a network 410 from a primary client device 412, and
processes the input data to update the game state. The video
game session 402 utilizes the game state to render video of
the video game, including both image data and audio data,
that is passed back to the primary client device 412 over the
network 410. In some implementations, the video generated
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by the executing video game session 402 is further pro-
cessed by a video server 404, such as applying compression
or other video streaming optimization technologies, wherein
the video server then sends the video data over the network
410 to the primary client device 412. The primary client
device 412 receives the video data and renders it to a display
device, which may be separate from (e.g. television, moni-
tor, head-mounted display or virtual reality headset, etc.) or
incorporated into (e.g. laptop, tablet, smartphone, etc.) the
primary client device 412.

[0078] As shown in the illustrated implementation, the
primary user 416 operates an input device 414 that is
operatively connected to the primary client device 412, to
provide input for the video game. The input device 414 can
be any kind of device suitable for providing user input for
the video game, such as a controller device, motion con-
troller, mouse, keyboard, image capture device or camera,
(2D, 3D, stereo, infrared, etc.) microphone, etc. The data
generated by the input device 414 in response to activity
from the primary user 416 is processed by the primary client
device 412 to define an input stream that is transmitted to the
game machine 400 over the network 410 to be processed by
the executing video game session 402.

[0079] In accordance with implementations of the disclo-
sure, input from additional secondary users 422 and 428 is
combined with that from the primary user 416 to enable the
users to collectively supply the input stream to the video
game. In order for the secondary users 422 and 428 to be
able to participate in the session defined for the primary user
416 in this manner, the secondary users should be enabled to
view the video generated by the video game session 402.
Thus, in some implementations, the video data transmitted
by the video server 404 is also transmitted over the network
to secondary client devices 418 and 424 that are operated by
the secondary users 422 and 428, respectively. While to
secondary users and corresponding secondary client devices
and input devices are shown, it will be appreciated that there
can be any number of secondary users and corresponding
client devices and input devices.

[0080] In some implementations, the video is shared from
the primary client device 412 over the network 410 to the
secondary client devices 418 and 424. In other words, the
video stream received by the primary client device 412 can
be re-transmitted over the network 410 to the secondary
client devices. For example, the video can be transmitted
using a real-time communications protocol such as
WebRTC. Upon receipt of the video, the secondary client
devices render the video to respective displays for viewing
buy the secondary users. As noted above, such displays may
be separate from or incorporated into the secondary client
devices.

[0081] As shown, the secondary user 422 operates an
input device 420 that is connected to the secondary client
device 418. In response to interactivity with, or interactivity
sensed by, the input device 420, the input device 420
transmits input data to the secondary client device 418.
Similarly, the secondary user 428 operates an input device
426 that is connected to the secondary client device 424, and
which transmits input data to the secondary client device
424. The secondary client devices each process their respec-
tive input data and transmit an input stream to the primary
client device 412. In some implementations, the input stream
from the secondary client devices is transmitted directly to
the primary client device. That is, the secondary client
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device 418 transmits an input stream over the network 410
to the primary client device 412; and the secondary client
device 424 transmits another input stream over the network
410 to the primary client device 412. It will be appreciated
that each input stream transmitted from a secondary client
device to the primary client device may consist of data that
identifies specific interactive input from the secondary users,
such as data identifying particular input device activation
states (e.g. specific button presses, joystick movements,
etc.), or commands resulting from such interactive input that
are defined for the video game (e.g. commands to jump, fire,
move, turn, etc.).

[0082] The primary client device 412 is configured to
receive the input streams from the secondary client devices
418 and 424, and combine them with the interactive input
from the primary user 416, to generate a single input stream
that is transmitted over the network 410 to the game machine
400, to be processed by the executing video game session
402. In this way, the video game session 402 sees a single
input stream, and little to no changes are required to be made
to the video game in terms of input handling in order to
facilitate multiple users collaboratively supplying input in
this manner. From the standpoint of the video game session
402, the single input stream that it receives is as if only the
primary user 416 was playing the video game.

[0083] In accordance with the above-described architec-
ture, any of the methods by which multiple users participate
in gameplay as described herein can be implemented. For
example, in a bifurcated control scenario, the primary user
416, the secondary user 422, and the secondary user 428,
may each be assigned to control different aspects of a
character in the video game. For purposes of illustration
only, consider a scenario wherein the different aspects that
are controllable and that are divided amongst the different
users are running, jumping, and firing a weapon. Thus in
such a scenario, the input data from the input device 414
would control the running of the character, whereas the input
streams from the secondary client devices 418 and 424
would control the jumping and the firing of the weapon,
respectively. The primary client device with us process the
input data from the input device 414 along with the input
streams from the secondary client devices to generate a
single input stream that furnishes commands to the video
game 402 so as to control all of these aspects of the character
in the video game.

[0084] While the foregoing scenario has been described
with reference to a bifurcated control scenario, it will be
appreciated that the input streams and input data can be
combined by the primary client device 412 in a variety of
ways in accordance with implementations described in the
present disclosure.

[0085] Furthermore, it will be appreciated that in the case
where the video game is a multiplayer video game, there can
be additional primary client devices and secondary client
devices that may collectively control other characters in the
video game.

[0086] In the above-described implementation, the input
streams from the secondary client devices are transmitted
directly to the primary client device 412. However, when
there are too many secondary client devices connecting to
the primary client device, an internet service provider might
view this as suspicious and may take actions such as limiting
the number of connections or block traffic from reaching the
primary client device 412. For example a great number of
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secondary client devices connecting to the primary client
device might be suspected as constituting a distributed
denial-of-service attack. To avoid such problems, in some
implementations, an input server 406 is provided to handle
the connections from the secondary client devices. The input
server 406 can be a socket server capable of providing
multiple sockets to respectively handle the input streams
from the secondary client devices. The server 406 can
include input aggregator logic 408 that combines the input
streams of the secondary client devices into a single input
stream that is transmitted over the network 410 to the
primary client device 412. In this manner, the primary client
device 412 receives a single input stream that is a combi-
nation or aggregation of the input streams from the second-
ary client devices, rather than being required to handle
multiple input streams from the various secondary client
devices.

[0087] In another implementation, each of the various
primary and secondary client devices is configured to send
its respective input stream to the remote server 406, which
is configured to aggregate the input streams and generate a
single input stream for the video game. The remote server
406 then transmits the single input stream over the network
410 to the game machine 400 for processing by the execut-
ing video game session 402. In this manner, the remote
server 406 handles the aggregation of the inputs for all of the
client devices, for example using the input aggregator logic
408, and latency can be reduced as input streams do not need
to be passed back to the primary client device before being
transmitted to the game machine 400. In such an implemen-
tation, the game machine 400 is configured to output video
as previously described, but is configured to receive the
input stream from the remote server 406 instead of from the
primary client device 412.

[0088] In yet another implementation, each of the input
streams from the primary and secondary client devices is
transmitted over the network 410 to the game machine 400
for processing by the video game session 402. In such an
implementation, the video game session 400 to itself is
configured to aggregate the various input streams and pro-
cess them to facilitate the collaborative gameplay in accor-
dance with methods described herein.

[0089] FIG. 4B illustrates a system for managing collab-
orative input to a video game, in accordance with imple-
mentations of the disclosure. In the illustrated implementa-
tion, the video game session is locally executed by the
primary client device 412. In some implementations, the
input streams from the secondary client devices are trans-
mitted over the network 410 to the primary client device
412. Whereas in other implementations, the input streams
from the secondary client devices are transmitted over the
network 410 to the input server 406, the input server 406
being configured to aggregate the input streams into a single
input stream that is transmitted to the primary client device
412.

[0090] In either case, the video game session 402 is
configured to process the input streams from the secondary
client devices in combination with the input data from the
input device 414 to enable the various modes of collabora-
tive gameplay in accordance with implementations
described in the present disclosure.

[0091] As noted previously, the secondary client devices
are provided with video of the video game so that the
secondary users see substantially the same real-time view of
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the video game as the primary user 416. In some implemen-
tations, the video generated by the video game session is
transmitted/streamed by the primary client device 412 over
the network 410 to the secondary client devices. In some
implementations, the video is transmitted over the network
to a separate video server 430, which in turn handles the
streaming of the video to the various secondary client
devices.

[0092] With continued reference to the implementations of
FIGS. 4A and 4B, in some implementations, the execution
and handling of various portions of the processing can be
dynamically allocated between local resources and cloud/
remote server resources. For example, in some implemen-
tations, depending upon various factors/conditions, the
streaming of the video of the executing video game session
to the secondary client devices can be handled by the
primary client device or can be offloaded to a remote video
server. By way of example, such conditions may include the
number of secondary client devices to which the video is to
be streamed, the quality of the primary client device’s
network connection, the local resources of the primary client
device (e.g. processor and memory resources), the load on
the primary client device, etc. For example, if the number of
secondary client devices becomes too high (e.g. exceeds a
threshold number), or the quality of the video streaming falls
below a threshold level, or latency exceeds a threshold
amount, or streaming performance otherwise falls below an
acceptable level, then the handling of the video streaming
may be shifted from the primary client device to a remote
video streaming server.

[0093] Further, in some implementations, the input aggre-
gation may be handled by the primary client device or by a
remote server, and dynamically switched based on existing
conditions. It will be appreciated that such conditions may
include any of the above-described conditions with respect
to the handling of video streaming, but applied for purposes
of determining whether and when to shift the handling of the
input aggregation between the client device and the remote
server. The handling of the video streaming and the handling
of'the input aggregation can thus be independently allocated
between local and cloud resources, and either of these can be
offloaded to separate servers distinct from the host client.
[0094] Additionally, it can be useful to distinguish
between users that are only interested in watching or spec-
tating versus users that are interested in participating and
controlling. For example, when handling the video stream-
ing there may be prioritization of players, who are actively
participating in controlling some aspect of the video game,
over spectators, who are not actively participating in such a
manner. It will be appreciated that such prioritization may
apply within a given group or queue or team of players as
discussed in certain implementations herein, wherein those
actively engaged in gameplay control are prioritized over
those that are not actively engaged in gameplay control.
[0095] In some implementations, users may be prioritized
based on proximity in a social network relative to the
primary user.

[0096] Implementations of the present disclosure enable
different users to control virtual characters/entities and/or
subsets of the commands in a video game. Accordingly,
there is an Issue of identifying which user is currently in
control of a given virtual character/entity and/or a given
command. Therefore, in some implementations, the system
is configured to overlay graphics onto the gameplay video
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stream indicating which users are controlling which virtual
characters or commands in the video game. In some imple-
mentations, individual users may be identified in such over-
layed graphics by their screen names, user id’s, avatars, etc.
Furthermore, in some implementations, customizations and
personalizations are possible for such overlays, such as
animations (e.g. user’s name in flames or surrounded by
floating hearts, etc.), fonts, colors, etc.

[0097] In another implementation, the video game may
provide an API to enable display of information identifying
which users are controlling which characters or commands
in the gameplay video stream. For example, the system may
access the API to supply relevant information so that it may
be rendered in the gameplay video stream. Using such a
setup, the video game can integrate and render the identi-
fying information in the context of the gameplay. For
example, the identifying information can be rendered in a
manner that follows a virtual character/entity in a three-
dimensional manner in the virtual space of the video game.
[0098] In another implementation, the overlay or integra-
tion of graphics can be configured to display the inputs being
supplied by specific users. For example, in a bifurcated
control scenario as described herein, a graphic of a controller
device can be displayed and further can be configured to
graphically illustrate when users initiate various control
inputs corresponding to the input devices of the controller
device.

[0099] FIG. 5 illustrates a method for performing split
controller gameplay of a video game, in accordance with
implementations of the disclosure. At method operation 500,
a primary user (host user) and one or more remote secondary
users login to a gaming platform that enables communica-
tion between the users. For ease of description, the present
method will be described with reference to a single second-
ary user; however, it will be appreciated that the present
method may also apply to multiple secondary users. At
method operation 502, the primary user sends an invitation
to the secondary user to join a shared gameplay session. The
invitation can appear to the secondary user as a notification,
private message, etc. In some implementations, the gaming
platform can be configured to access other communication
channels, e.g. a separate social network, e-mail, text mes-
saging service, etc., and send the invitation through such
channels. It will be appreciated that in such implementa-
tions, the secondary user may not have logged in to the
gaming platform prior to receiving the invitation, but instead
will login after receiving the invitation.

[0100] At method operation 504, in response to the sec-
ondary user accepting the invitation, then the primary user’s
video stream is shared with the secondary user. It will be
appreciated that the primary user’s video stream can be
shared in different ways depending upon the system setup.
For example, in a cloud gaming implementation the cloud
gaming system may provide a clone of the primary user’s
video stream to the secondary user’s system (e.g. game
console, computer, etc.). In a local gaming implementation
the primary user’s video stream can be shared from the
primary user’s system (e.g. game console, computer, etc.)
over the network to the secondary user’s system, optionally
via a remote video server. By receiving the primary user’s
video stream, the secondary user will be able to see the same
content that the primary user is viewing.

[0101] At method operation 506, the primary user initiates
the execution of the video game. Again, in some implemen-
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tations, the video game can be cloud executed by a cloud
gaming system, or in some implementations, locally
executed by the primary user’s system. As the primary user
video stream is being shared with the secondary user then
the secondary user will also see the execution of the video
game.

[0102] At method operation 508, the primary user initiates
a request to share their controller with the secondary user,
for example, by activating a controller sharing interface. In
some implementations, the controller sharing interface pro-
vides options for sharing the controller, such as sharing the
entire controller (handing control over to the secondary user)
or sharing a portion of the controller. In the present instance,
the primary user chooses to share a portion of their controller
with the secondary user, so that the secondary user controls
commands that are mapped to a portion of the input devices
of the primary user’s controller device. As part of the
process, the request to share the controller may cause a
notification to the secondary user informing the secondary
user that the primary user wishes to share their controller,
and requesting the secondary user to accept/agree to do so.

[0103] At method operation 512, optionally upon such
acceptance by the secondary user, then the split controller
gameplay is initiated. That is, a portion of the primary user’s
controller device is virtually controlled by the secondary
user. In some implementations, during such split controller
gameplay, the shared portion of the primary user’s controller
device is deactivated while it is being controlled by the
secondary user.

[0104] At method operation 514, optionally as part of
facilitating the split/bifurcated controller gameplay, the
inputs from the primary user and the secondary user are
aggregated before being transmitted to the executing video
game. In other words, the portion of inputs corresponding to
the portion of the primary user controller device that are
controlled by the secondary user are merged with the inputs
from the primary user to form a single input stream that is
transmitted to the executing video game. In this manner, the
video game receives inputs as if they were from a single
controller device.

[0105] At method operation 516, the aggregated inputs are
applied by the executing video game to update the game
state of the video game and render gameplay video. The
rendered gameplay video is continuously streamed to the
primary user and the secondary user as previously described.

[0106] FIG. 6 illustrates a method for team video gaming,
wherein team members may be substituted for each other to
control a given virtual character/entity in the video game, in
accordance with implementations of the disclosure. At
method operation 600, users login to a gaming platform that
supports team video gaming. For example, in some imple-
mentations, the gaming platform is a cloud gaming platform
that enables the users, who are remotely situated both from
the cloud gaming platform and from each other, to access the
cloud gaming platform over a network such as and/or
including the Internet. The cloud gaming platform may
provide for execution of the video game and streaming video
to the users’ client devices. At method operation 602, a team
gaming session is provided. In some implementations, the
availability of the team gaming session is displayed through
the gaming platform, for example in a “lobby” area or other
interface that provides access to the video gaming options of
the cloud gaming platform.
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[0107] At method operation 604, the users request to join
the team gaming session, and are added to the team gaming
session. In some implementations, the users respond to
invitations to join the team gaming session. At method
operation 606, the users are assigned to teams. In some
implementations, the users may choose or indicate a pref-
erence for a particular team. In some implementations, the
users are assigned by the system to specific teams, e.g. based
on skill level or ability so as to provide balanced teams. At
method operation 608, team captains are designated for each
team. In some implementations, members of a given team
vote to determine their team captain. In some implementa-
tions, the system assigns one member to be the team captain.
In some implementations, team captain assignment can be
rotated, either in response to user request or automatically
(e.g. between rounds of gameplay).

[0108] At method operation 610, the team captains control
the assignment of their team members to available control
slots for controlling individual virtual characters or entities
in the video game. That is, for each team of players, there is
a limited number of available virtual characters to control. In
other words, for each team of users, there is a “team” of
virtual characters in the video game that they may control.
The team captain for a given team can determine which
specific user on their team will control a given virtual
character.

[0109] After an initial assignment of users to virtual
characters, at method operation 612 the team gameplay is
initiated. At method operation 614, the team captain of a
given team of users may initiate a request to switch control
of a virtual character from a first team member to a second
team member. At method operation 616, accordingly, the
control of the virtual character is passed from the first to the
second team member. In doing so, the inputs from the first
team member no longer control the virtual character,
whereas the inputs from the second team member now
control the virtual character.

[0110] While the foregoing implementation has generally
been described with reference to cloud gaming, in other
implementations, the team video game may be locally
executed by at least one of the users’ local client devices.

[0111] FIG. 7 illustrates one example of an HMD 1302
user 1300 interfacing with a client system 1306, and the
client system 1306 providing content to a second screen
display, which is referred to as a second screen 1307. It will
be appreciated that instead of an HMD 1302, any other type
of display device may be substituted, on which interactive
content is capable of being rendered to the user 1300 (e.g.
television, monitor, laptop display, mobile device display,
etc.). The client system 1306 may include integrated elec-
tronics for processing the sharing of content from the HMD
1302 to the second screen 1307. Other implementations may
include a separate device, module, connector, that will
interface between the client system and each of the HMD
1302 and the second screen 1307. In this general example,
user 1300 is wearing HMD 1302 and is playing a video
game using a controller, which may also be interface object
1304. The interactive play by user 1300 will produce video
game content (VGC), which is displayed interactively to the
HMD 1302.

[0112] In one implementation, the content being displayed
in the HMD 1302 is shared to the second screen 1307. In one
example, a person viewing the second screen 1307 can view
the content being played interactively in the HMD 1302 by
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user 1300. In another implementation, another user (e.g.
player 2) can interact with the client system 1306 to produce
second screen content (SSC). The second screen content
produced by a player also interacting with the controller
1304 (or any type of user interface, gesture, voice, or input),
may be produced as SSC to the client system 1306, which
can be displayed on second screen 1307 along with the VGC
received from the HMD 1302.

[0113] Accordingly, the interactivity by other users who
may be co-located or remote from an HMD user can be
social, interactive, and more immersive to both the user
1300 and users that may be viewing the content played by
the user 1300 on a second screen 1307. As illustrated, the
client system 1306 can be connected to the Internet 1310.
The Internet can also provide access to the client system
1306 to content from various content sources 1320. The
content sources 1320 can include any type of content that is
accessible over the Internet.

[0114] Such content, without limitation, can include video
content, movie content, streaming content, social media
content, news content, friend content, advertisement con-
tent, etc. In one implementation, the client system 1306 can
be used to simultaneously process content for an HMD user,
such that the HMD is provided with multimedia content
associated with the interactivity during gameplay. The client
system 1306 can then also provide other content, which may
be unrelated to the video game content to the second screen.
The client system 1306 can, in one implementation receive
the second screen content from one of the content sources
1320, or from a local user, or a remote user.

[0115] FIG. 8 is a block diagram of a Game System 1600,
according to various implementations of the disclosure.
Game System 1600 is configured to provide a video stream
to one or more Clients 1610 via a Network 1615. Game
System 1600 typically includes a Video Server System 1620
and an optional game server 1625. Video Server System
1620 is configured to provide the video stream to the one or
more Clients 1610 with a minimal quality of service. For
example, Video Server System 1620 may receive a game
command that changes the state of or a point of view within
a video game, and provide Clients 1610 with an updated
video stream reflecting this change in state with minimal lag
time. The Video Server System 1620 may be configured to
provide the video stream in a wide variety of alternative
video formats, including formats yet to be defined. Further,
the video stream may include video frames configured for
presentation to a user at a wide variety of frame rates.
Typical frame rates are 30 frames per second, 60 frames per
second, and 120 frames per second. Although higher or
lower frame rates are included in alternative implementa-
tions of the disclosure.

[0116] Clients 1610, referred to herein individually as
1610A, 1610B, etc., may include head mounted displays,
terminals, personal computers, game consoles, tablet com-
puters, telephones, set top boxes, kiosks, wireless devices,
digital pads, stand-alone devices, handheld game playing
devices, and/or the like. Typically, Clients 1610 are config-
ured to receive encoded video streams, decode the video
streams, and present the resulting video to a user, e.g., a
player of a game. The processes of receiving encoded video
streams and/or decoding the video streams typically includes
storing individual video frames in a receive buffer of the
Client. The video streams may be presented to the user on a
display integral to Client 1610 or on a separate device such
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as a monitor or television. Clients 1610 are optionally
configured to support more than one game player. For
example, a game console may be configured to support two,
three, four or more simultancous players. Each of these
players may receive a separate video stream, or a single
video stream may include regions of a frame generated
specifically for each player, e.g., generated based on each
player’s point of view. Clients 1610 are optionally geo-
graphically dispersed. The number of clients included in
Game System 1600 may vary widely from one or two to
thousands, tens of thousands, or more. As used herein, the
term “game player” is used to refer to a person that plays a
game and the term “game playing device” is used to refer to
a device used to play a game. In some implementations, the
game playing device may refer to a plurality of computing
devices that cooperate to deliver a game experience to the
user. For example, a game console and an HMD may
cooperate with the video server system 1620 to deliver a
game viewed through the HMD. In one implementation, the
game console receives the video stream from the video
server system 1620, and the game console forwards the
video stream, or updates to the video stream, to the HMD for
rendering.

[0117] Clients 1610 are configured to receive video
streams via Network 1615. Network 1615 may be any type
of communication network including, a telephone network,
the Internet, wireless networks, powerline networks, local
area networks, wide area networks, private networks, and/or
the like. In typical implementations, the video streams are
communicated via standard protocols, such as TCP/IP or
UDP/IP. Alternatively, the video streams are communicated
via proprietary standards.

[0118] A typical example of Clients 1610 is a personal
computer comprising a processor, non-volatile memory, a
display, decoding logic, network communication capabili-
ties, and input devices. The decoding logic may include
hardware, firmware, and/or software stored on a computer
readable medium. Systems for decoding (and encoding)
video streams are well known in the art and vary depending
on the particular encoding scheme used.

[0119] Clients 1610 may, but are not required to, further
include systems configured for modifying received video.
For example, a Client may be configured to perform further
rendering, to overlay one video image on another video
image, to crop a video image, and/or the like. For example,
Clients 1610 may be configured to receive various types of
video frames, such as I-frames, P-frames and B-frames, and
to process these frames into images for display to a user. In
some implementations, a member of Clients 1610 is con-
figured to perform further rendering, shading, conversion to
3-D, or like operations on the video stream. A member of
Clients 1610 is optionally configured to receive more than
one audio or video stream. Input devices of Clients 1610
may include, for example, a one-hand game controller, a
two-hand game controller, a gesture recognition system, a
gaze recognition system, a voice recognition system, a
keyboard, a joystick, a pointing device, a force feedback
device, a motion and/or location sensing device, a mouse, a
touch screen, a neural interface, a camera, input devices yet
to be developed, and/or the like.

[0120] The video stream (and optionally audio stream)
received by Clients 1610 is generated and provided by Video
Server System 1620. As is described further elsewhere
herein, this video stream includes video frames (and the
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audio stream includes audio frames). The video frames are
configured (e.g., they include pixel information in an appro-
priate data structure) to contribute meaningfully to the
images displayed to the user. As used herein, the term “video
frames” is used to refer to frames including predominantly
information that is configured to contribute to, e.g. to effect,
the images shown to the user. Most of the teachings herein
with regard to “video frames” can also be applied to “audio
frames.”

[0121] Clients 1610 are typically configured to receive
inputs from a user. These inputs may include game com-
mands configured to change the state of the video game or
otherwise affect game play. The game commands can be
received using input devices and/or may be automatically
generated by computing instructions executing on Clients
1610. The received game commands are communicated
from Clients 1610 via Network 1615 to Video Server System
1620 and/or Game Server 1625. For example, in some
implementations, the game commands are communicated to
Game Server 1625 via Video Server System 1620. In some
implementations, separate copies of the game commands are
communicated from Clients 1610 to Game Server 1625 and
Video Server System 1620. The communication of game
commands is optionally dependent on the identity of the
command. Game commands are optionally communicated
from Client 1610A through a different route or communi-
cation channel that that used to provide audio or video
streams to Client 1610A.

[0122] Game Server 1625 is optionally operated by a
different entity than Video Server System 1620. For
example, Game Server 1625 may be operated by the pub-
lisher of a multiplayer game. In this example, Video Server
System 1620 is optionally viewed as a client by Game
Server 1625 and optionally configured to appear from the
point of view of Game Server 1625 to be a prior art client
executing a prior art game engine. Communication between
Video Server System 1620 and Game Server 1625 option-
ally occurs via Network 1615. As such, Game Server 1625
can be a prior art multiplayer game server that sends game
state information to multiple clients, one of which is game
server system 1620. Video Server System 1620 may be
configured to communicate with multiple instances of Game
Server 1625 at the same time. For example, Video Server
System 1620 can be configured to provide a plurality of
different video games to different users. Each of these
different video games may be supported by a different Game
Server 1625 and/or published by different entities. In some
implementations, several geographically distributed
instances of Video Server System 1620 are configured to
provide game video to a plurality of different users. Each of
these instances of Video Server System 1620 may be in
communication with the same instance of Game Server
1625. Communication between Video Server System 1620
and one or more Game Server 1625 optionally occurs via a
dedicated communication channel. For example, Video
Server System 1620 may be connected to Game Server 1625
via a high bandwidth channel that is dedicated to commu-
nication between these two systems.

[0123] Video Server System 1620 comprises at least a
Video Source 1630, an I/O Device 1645, a Processor 1650,
and non-transitory Storage 1655. Video Server System 1620
may include one computing device or be distributed among
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a plurality of computing devices. These computing devices
are optionally connected via a communications system such
as a local area network.

[0124] Video Source 1630 is configured to provide a video
stream, e.g., streaming video or a series of video frames that
form a moving picture. In some implementations, Video
Source 1630 includes a video game engine and rendering
logic. The video game engine is configured to receive game
commands from a player and to maintain a copy of the state
of the video game based on the received commands. This
game state includes the position of objects in a game
environment, as well as typically a point of view. The game
state may also include properties, images, colors and/or
textures of objects. The game state is typically maintained
based on game rules, as well as game commands such as
move, turn, attack, set focus to, interact, use, and/or the like.
Part of the game engine is optionally disposed within Game
Server 1625. Game Server 1625 may maintain a copy of the
state of the game based on game commands received from
multiple players using geographically disperse clients. In
these cases, the game state is provided by Game Server 1625
to Video Source 1630, wherein a copy of the game state is
stored and rendering is performed. Game Server 1625 may
receive game commands directly from Clients 1610 via
Network 1615, and/or may receive game commands via
Video Server System 1620.

[0125] Video Source 1630 typically includes rendering
logic, e.g., hardware, firmware, and/or software stored on a
computer readable medium such as Storage 1655. This
rendering logic is configured to create video frames of the
video stream based on the game state. All or part of the
rendering logic is optionally disposed within a graphics
processing unit (GPU). Rendering logic typically includes
processing stages configured for determining the three-
dimensional spatial relationships between objects and/or for
applying appropriate textures, etc., based on the game state
and viewpoint. The rendering logic produces raw video that
is then usually encoded prior to communication to Clients
1610. For example, the raw video (which may include
audio) may be encoded according to an Adobe Flash®
standard, .wav, H.264, H.263, On2, VP6, VC-1, WMA,
Huffyuv, Lagarith, MPG-x. Xvid. FFmpeg, x264, VP6-8,
realvideo, mp4, mp3, or the like. The encoding process
produces a video stream that is optionally packaged for
delivery to a decoder on a remote device. The video stream
is characterized by a frame size and a frame rate. Typical
frame sizes include 800x600, 1280x720 (e.g., 720p), 1024x
768, although any other frame sizes may be used. The frame
rate is the number of video frames per second. A video
stream may include different types of video frames. For
example, the H.264 standard includes a “P” frame and a “T”
frame. I-frames include information to refresh all macro
blocks/pixels on a display device, while P-frames include
information to refresh a subset thereof. P-frames are typi-
cally smaller in data size than are I-frames. As used herein
the term “frame size” is meant to refer to a number of pixels
within a frame. The term “frame data size” is used to refer
to a number of bytes required to store the frame.

[0126] In alternative implementations Video Source 1630
includes a video recording device such as a camera. This
camera may be used to generate delayed or live video that
can be included in the video stream of a computer game. The
resulting video stream optionally includes both rendered
images and images recorded using a still or video camera.
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Video Source 1630 may also include storage devices con-
figured to store previously recorded video to be included in
a video stream. Video Source 1630 may also include motion
or positioning sensing devices configured to detect motion
or position of an object, e.g., person, and logic configured to
determine a game state or produce video-based on the
detected motion and/or position.

[0127] Video Source 1630 is optionally configured to
provide overlays configured to be placed on other video. For
example, these overlays may include a command interface,
log in instructions, messages to a game player, images of
other game players, video feeds of other game players (e.g.,
webcam video). In implementations of Client 1610A includ-
ing a touch screen interface or a gaze detection interface, the
overlay may include a virtual keyboard, joystick, touch pad,
and/or the like. In one example of an overlay a player’s voice
is overlaid on an audio stream. Video Source 1630 option-
ally further includes one or more audio sources.

[0128] In implementations wherein Video Server System
1620 is configured to maintain the game state based on input
from more than one player, each player may have a different
point of view comprising a position and direction of view.
Video Source 1630 is optionally configured to provide a
separate video stream for each player based on their point of
view. Further, Video Source 1630 may be configured to
provide a different frame size, frame data size, and/or
encoding to each of Client 1610. Video Source 1630 is
optionally configured to provide 3-D video.

[0129] 1/O Device 1645 is configured for Video Server
System 1620 to send and/or receive information such as
video, commands, requests for information, a game state,
gaze information, device motion, device location, user
motion, client identities, player identities, game commands,
security information, audio, and/or the like. /O Device 1645
typically includes communication hardware such as a net-
work card or modem. I/O Device 1645 is configured to
communicate with Game Server 1625, Network 1615, and/
or Clients 1610.

[0130] Processor 1650 is configured to execute logic, e.g.
software, included within the various components of Video
Server System 1620 discussed herein. For example, Proces-
sor 1650 may be programmed with software instructions in
order to perform the functions of Video Source 1630, Game
Server 1625, and/or a Client Qualifier 1660. Video Server
System 1620 optionally includes more than one instance of
Processor 1650. Processor 1650 may also be programmed
with software instructions in order to execute commands
received by Video Server System 1620, or to coordinate the
operation of the various elements of Game System 1600
discussed herein. Processor 1650 may include one or more
hardware device. Processor 1650 is an electronic processor.

[0131] Storage 1655 includes non-transitory analog and/or
digital storage devices. For example, Storage 1655 may
include an analog storage device configured to store video
frames. Storage 1655 may include a computer readable
digital storage, e.g. a hard drive, an optical drive, or solid
state storage. Storage 1615 is configured (e.g. by way of an
appropriate data structure or file system) to store video
frames, artificial frames, a video stream including both video
frames and artificial frames, audio frame, an audio stream,
and/or the like. Storage 1655 is optionally distributed among
a plurality of devices. In some implementations, Storage
1655 is configured to store the software components of
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Video Source 1630 discussed elsewhere herein. These com-
ponents may be stored in a format ready to be provisioned
when needed.

[0132] Video Server System 1620 optionally further com-
prises Client Qualifier 1660. Client Qualifier 1660 is con-
figured for remotely determining the capabilities of a client,
such as Clients 1610A or 1610B. These capabilities can
include both the capabilities of Client 1610A itself as well as
the capabilities of one or more communication channels
between Client 1610A and Video Server System 1620. For
example, Client Qualifier 1660 may be configured to test a
communication channel through Network 1615.

[0133] Client Qualifier 1660 can determine (e.g., discover)
the capabilities of Client 1610A manually or automatically.
Manual determination includes communicating with a user
of Client 1610A and asking the user to provide capabilities.
For example, in some implementations, Client Qualifier
1660 is configured to display images, text, and/or the like
within a browser of Client 1610A. In one implementation,
Client 1610A is an HMD that includes a browser. In another
implementation, client 1610A is a game console having a
browser, which may be displayed on the HMD. The dis-
played objects request that the user enter information such as
operating system, processor, video decoder type, type of
network connection, display resolution, etc. of Client
1610A. The information entered by the user is communi-
cated back to Client Qualifier 1660.

[0134] Automatic determination may occur, for example,
by execution of an agent on Client 1610A and/or by sending
test video to Client 1610A. The agent may comprise com-
puting instructions, such as java script, embedded in a web
page or installed as an add-on. The agent is optionally
provided by Client Qualifier 1660. In various implementa-
tions, the agent can find out processing power of Client
1610A, decoding and display capabilities of Client 1610A,
lag time reliability and bandwidth of communication chan-
nels between Client 1610A and Video Server System 1620,
a display type of Client 1610A, firewalls present on Client
1610A, hardware of Client 1610A, software executing on
Client 1610A, registry entries within Client 1610A, and/or
the like.

[0135] Client Qualifier 1660 includes hardware, firmware,
and/or software stored on a computer readable medium.
Client Qualifier 1660 is optionally disposed on a computing
device separate from one or more other elements of Video
Server System 1620. For example, in some implementa-
tions, Client Qualifier 1660 is configured to determine the
characteristics of communication channels between Clients
1610 and more than one instance of Video Server System
1620. In these implementations the information discovered
by Client Qualifier can be used to determine which instance
of Video Server System 1620 is best suited for delivery of
streaming video to one of Clients 1610.

[0136] Implementations of the present disclosure may be
practiced with various computer system configurations
including hand-held devices, microprocessor systems,
microprocessor-based or programmable consumer electron-
ics, minicomputers, mainframe computers and the like. The
disclosure can also be practiced in distributed computing
environments where tasks are performed by remote process-
ing devices that are linked through a wire-based or wireless
network.

[0137] With the above implementations in mind, it should
be understood that the disclosure can employ various com-
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puter-implemented operations involving data stored in com-
puter systems. These operations are those requiring physical
manipulation of physical quantities. Any of the operations
described herein that form part of the disclosure are useful
machine operations. The disclosure also relates to a device
or an apparatus for performing these operations. The appa-
ratus can be specially constructed for the required purpose,
or the apparatus can be a general-purpose computer selec-
tively activated or configured by a computer program stored
in the computer. In particular, various general-purpose
machines can be used with computer programs written in
accordance with the teachings herein, or it may be more
convenient to construct a more specialized apparatus to
perform the required operations.

[0138] The disclosure can also be embodied as computer
readable code on a computer readable medium. The com-
puter readable medium is any data storage device that can
store data, which can thereafter be read by a computer
system. Examples of the computer readable medium include
hard drives, network attached storage (NAS), read-only
memory, random-access memory, CD-ROMs, CD-Rs, CD-
RWs, magnetic tapes and other optical and non-optical data
storage devices. The computer readable medium can include
computer readable tangible medium distributed over a net-
work-coupled computer system so that the computer read-
able code is stored and executed in a distributed fashion.
[0139] Although the method operations were described in
a specific order, it should be understood that other house-
keeping operations may be performed in between opera-
tions, or operations may be adjusted so that they occur at
slightly different times, or may be distributed in a system
which allows the occurrence of the processing operations at
various intervals associated with the processing, as long as
the processing of the overlay operations are performed in the
desired way.

[0140] Although the foregoing disclosure has been
described in some detail for purposes of clarity of under-
standing, it will be apparent that certain changes and modi-
fications can be practiced within the scope of the appended
claims. Accordingly, the present implementations are to be
considered as illustrative and not restrictive, and the disclo-
sure is not to be limited to the details given herein, but may
be modified within the scope and equivalents of the present
disclosure.

What is claimed is:

1. A method, comprising:

executing a video game by a cloud gaming computer;

streaming video generated from the executing video game
over a network to a primary client device;

streaming the video over the network from the primary
client device to one or more secondary client devices;

receiving, over the network by an input aggregation
server, input data from the secondary client devices;

sending, over the network by the input aggregation server,
the input data from the secondary client devices to the
primary client device, the primary client device being
configured to generate combined input data by com-
bining the input data from the secondary client devices
with input data generated at the primary client device;

receiving, over the network by the cloud gaming com-
puter, the combined input data;

applying, by the cloud gaming computer, the combined
input data to drive the execution of the video game.
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2. The method of claim 1, wherein the combined input
data defines a single input stream for control of a single
player’s activity in the video game.
3. The method of claim 1, wherein the combined input
data defines commands that are mapped to a single control-
ler device that is operably connected to the primary client
device.
4. The method of claim 3,
wherein the commands defined by the combined input
data include a first command mapped to a first input
device of the single controller device, and a second
command mapped to a second input device of the
single controller device,
wherein the first command is initiated from activation of
the first input device at the single controller device, and

wherein the second command is initiated from activation
of an input device at a secondary controller device that
is operably connected to one of the secondary client
devices.

5. The method of claim 4, wherein the second command
being initiated from activation of the input device at the
secondary controller device defines a remote virtual trigger-
ing of the second input device of the single controller device
by the secondary client device through the input aggregation
server.

6. The method of claim 1, wherein streaming the video
from the primary client device to the one or more secondary
client devices occurs over a peer-to-peer network that
includes the primary client device and the one or more
secondary client devices.

7. The method of claim 1, wherein the video generated
from the executing video game defines a view of a virtual
environment.

8. A method, comprising:

executing a video game by a cloud gaming computer;

streaming, by a video server over a network, video

generated from the executing video game to a primary
client device and to one or more secondary client
devices;
receiving, over the network by an input aggregation
server, input data from the primary client device and
input data from the secondary client devices;

generating, by the input aggregation server, combined
input data using the input data from the primary client
device and the input data from the secondary client
devices;

sending, by the input aggregation server, the combined

input data to the cloud gaming computer;

applying, by the cloud gaming computer, the combined

input data to drive the execution of the video game.

9. The method of claim 8, wherein the combined input
data defines a single input stream for control of a single
player’s activity in the video game.

10. The method of claim 8, wherein the combined input
data defines commands that are mapped to a single control-
ler device that is operably connected to the primary client
device.

11. The method of claim 10,

wherein the commands defined by the combined input

data include a first command mapped to a first input
device of the single controller device, and a second
command mapped to a second input device of the
single controller device,
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wherein the first command is initiated from activation of
the first input device at the single controller device, and

wherein the second command is initiated from activation
of an input device at a secondary controller device that
is operably connected to one of the secondary client
devices.

12. The method of claim 11, wherein the second command
being initiated from activation of the input device at the
secondary controller device defines a remote virtual trigger-
ing of the second input device of the single controller device
by the secondary client device through the input aggregation
server.

13. The method of claim 8, wherein the video generated
from the executing video game defines a view of a virtual
environment.

14. A system, comprising:

a cloud gaming computer configured to execute a video
game, wherein video generated from the executing
video game is streamed over a network to a primary
client device, the primary client device configured to
stream the video over the network from the primary
client device to one or more secondary client devices;

an input aggregation server configured to receive, over the
network, input data from the secondary client devices,
the input aggregation server further configured to send,
over the network, the input data from the secondary
client devices to the primary client device, the primary
client device being configured to generate combined
input data by combining the input data from the sec-
ondary client devices with input data generated at the
primary client device;

the cloud gaming computer configured to receive, over
the network from the primary client device, the com-
bined input data, the cloud gaming computer further
configured to apply the combined input data to drive
the execution of the video game.

15. The system of claim 14, wherein the combined input
data defines a single input stream for control of a single
player’s activity in the video game.

16. The system of claim 14, wherein the combined input
data defines commands that are mapped to a single control-
ler device that is operably connected to the primary client
device.

17. The system of claim 16,

wherein the commands defined by the combined input
data include a first command mapped to a first input
device of the single controller device, and a second
command mapped to a second input device of the
single controller device,

wherein the first command is initiated from activation of
the first input device at the single controller device, and

wherein the second command is initiated from activation
of an input device at a secondary controller device that
is operably connected to one of the secondary client
devices.

18. The system of claim 17, wherein the second command
being initiated from activation of the input device at the
secondary controller device defines a remote virtual trigger-
ing of the second input device of the single controller device
by the secondary client device through the input aggregation
server.

19. The system of claim 14, wherein streaming the video
from the primary client device to the one or more secondary
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client devices occurs over a peer-to-peer network that
includes the primary client device and the one or more
secondary client devices.

20. The system of claim 14, wherein the video generated
from the executing video game defines a view of a virtual
environment.



