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controller generates one moving image data by using an
image received from the first lens of the plurality of lenses
and an image received from the second lens different from
the first lens.

22 Claims, 15 Drawing Sheets

5300—

RECEIVE APLURALITY IMAGES THROUGH A PLURALITY
OF LENSES

5302 —

QUTPUT AT LEAST ONE OF RECEIVED IMAGES ON
DISPLAY MODULE

S5304—

TAKE IMAGES RECEIVED THROUGH AT LEAST TWO OF
THE PLURALITY OF LENSES IN RESPONSE TO REQUEST
T0 TAKE IMAGES

5306 —

GENERATE MOVING IMAGE DATA USING IMAGES TAKEN
FROM AT LEAST TWO OF THE PLURALITY OF LENSES

END



US 10,135,963 B2
Page 2

(52) US.CL
CPC

HO4N 5/23232 (2013.01); HO4N 5/23293

(2013.01); HO4N 13/0232 (2013.01); HO4M

(58) Field of Clas

CPC

2250/52 (2013.01)

sification Search
HO4N 13/0018; HO4N 13/0275; HO4N
5/2258; HO4N 5/247; HO4AN 5/23232;
HO4N 5/23238; HO4N 13/0051; HO4N
13/025; HO4N 19/56;, HO4N 5/23258,;
HO4N 5/265; HO4N 5/23216; HO4N
5/23293; HO4N 5/2356; HO4N 19/172;
HO4N 19/577; HO4N 2007/145; HO4N
21/4223; HOAN 13/0447;, GO6F 3/041;
GOG6F 3/005; HO4AM 1/72522

See application file for complete search history.

(56)

References Cited

U.S. PATENT DOCUMENTS

2011/0267530 Al1*
2012/0113216 Al*
2012/0188332 Al*
2013/0077880 Al*
2013/0141428 Al*

2013/0147810 Al*

* cited by examiner

112011 Chun ... GO6F 3/04883
348/333.11

5/2012 Seen .............. HO4N 5/23293
348/38

7/2012 Yamaguchi ............ HO4N 1/215
348/36

3/2013 Venkataraman .......... GO6T 9/00
382/232

6/2013 Gipson ............... GO6T 19/003
345/419

6/2013 Guldogan .......... HO4N 5/23296
345/473



U.S. Patent Nov. 20, 2018 Sheet 1 of 15 US 10,135,963 B2

190
POWER SUPPLY 100
UNIT
110 180 150
[T Tierer s )_ """""""" . } | 1
l  WIRELESS COMMUNICATION UNIT | | OUTPUT UNIT |
g 1 ﬁ%%DL(éAST RECEIVING | | DISPLAY UNIT |H-151
| | [EODI0 OUTPUT | |
112 —|_[MOBILE COMMUNICATION ' | NoDULE |~>—152
~ 7| MODULE B :
| [ WIRELESS INTERNET | | ALARM UNIT 4153
18— MoDULE

[HAPTIC MODULE }—154
|

|

|

|
{ |

| [SHORT-RANGE ‘
14— cOMMUNICATION MODULE '
115 [TOCATON INFORMATION

f

!

!

!

!

!

!

!
[

!

!

I !

:

!

!

!

!

I

o

~ 17| MODULE
SV — CONTROLLER
120
R I
| A/V INPUT UNIT |
o1 — CAMERA T 81
' | | LMODULE
122——  MICROPHONE | |
S 4 | [ MOVING
IMAGE DATA H— 162
GENERATOR
130—]  USER INPUT UNIT
IMAGE | 183
SGNTHESIZER
40— SENSING UNIT ~ — —  MEMORY 160

]INTERFACE UNIT |—170




U.S. Patent Nov. 20, 2018 Sheet 2 of 15 US 10,135,963 B2




U.S. Patent Nov. 20, 2018 Sheet 3 of 15 US 10,135,963 B2

FIG. 2C
(r N 100
121 (oo -
ot o 8’%
\elelele)
123 0

103—-+




U.S. Patent Nov. 20, 2018 Sheet 4 of 15

FIG. 2D
©1© ©|0
(a) \© ©© @{~121
0| ©|©| O
© |© @ OH+—211
(
1212}13 2}11
R IEICIE
w |©]@]e]|eT
© © 00|
2)12
© @_@[(/(}»211
© oo ©T—iu8
(c) %ﬁ@;g O L
©/0/0|e

US 10,135,963 B2



U.S. Patent Nov. 20, 2018 Sheet 5 of 15 US 10,135,963 B2

— 121

—2l1




U.S. Patent

Nov. 20, 2018 Sheet 6 of 15

FIG. 3

(_ START )

3300NRECEWE APLURALITY IMAGES THROUGH A PLURALITY

OF LENSES

l

9302 OUTPUT AT LEAST ONE OF RECEIVED IMAGES ON

DISPLAY MODULE

l

TAKE IMAGES RECEIVED THROUGH AT LEAST TWO OF

S5304—THE PLURALITY OF LENSES IN RESPONSE TO REQUEST

5306 —

T0 TAKE IMAGES

1

GENERATE MOVING IMAGE DATA USING IMAGES TAKEN
FROM AT LEAST TWO OF THE PLURALITY OF LENSES

END

US 10,135,963 B2



U.S. Patent

Nov. 20, 2018

Sheet 7 of 15

FIG. 4

US 10,135,963 B2

, 100 100
[ oo o ) / [ oo o) /
Tl Elig)[<] w12 46PM Tl
= 151 151
400— 400
402
410 42
402
) L 100
7 o0 o N 7 o0 o N
Toull [F1(8] (] w2 12: 46PM Tul (58] (o) ok 12: 46PH
151 151
—456




U.S. Patent Nov. 20, 2018 Sheet 8 of 15 US 10,135,963 B2

FIG. S

100 100
[ oo o) / [ o0 o) /
Tl @) (3] (] e 12: 46PM Yl
1 500— : —161
IS AT
—151 _A_ 13

—050

100

7 oo o\/

Tl ()] (] wm 12: 46PN

1 151 | P 17 151
| 13
i i 3 HE: 7
| 5 | i IR
i i s H i 3

502

— 950
512




US 10,135,963 B2

Sheet 9 of 15

Nov. 20, 2018

U.S. Patent

FIG. 6A

100

NN B 2
N T .
=
(o1} -
-/ O S
g (g N @
WM Jv Va /, \v ///eﬁ\\\
4 : NIV a
B \TEot ) _r
(L
,G /// w\\ N \\1/E
o le N~ Iy
g = y
= i)
N\ E =
~ J
o] M \
oy |
S -~ M
VA
o Tl ™\ | ﬂ
I _ [ '
8 o) y ,,,,,,,,,,, 4
Q/M@/\ sl
Nt 7\// ZIr<s7"N
m ) " \ \/ﬂm @u LQ
= ~_ )
.

(b)

(a)

100

[elNe]

Taull

28 ) o 12:46PH

(c)



12: 46PN

US 10,135,963 B2

7

i

H

Bl

HE3}

k]

=

f

Tl

Sheet 10 of 15

| \\/\//“/ N

{12 12: 46PM

Nov. 20, 2018

EEREE

Tuull

B

=i}
e
. >
.. < _4

(|
a1
e 2

mﬁzw/ P

o~
=
= |

SN

PR PP

e,

—
7
:

{
//
N

\

U.S. Patent

100

=1 %) () ek 12: A6PM

g%

(c)

(0

oo

Tuill

o
ey

(a)




U.S. Patent Nov. 20, 2018

Sheet 11 of 15

US 10,135,963 B2

FIG. 7
100 100
4 00 ) O h - o0 O A
Tuill [=](3](gf] 2B 12: 46PM Tl (Z)(#] (=) e 12: 46PM
‘ 151 ‘ —151
700—

700—

100

— 1704

730

|
]

550 700—1i

702




U.S. Patent Nov. 20, 2018 Sheet 12 of 15 US 10,135,963 B2

+—800a |
| 800b—F

(c) (d)

8?00 8?4&1 8?2&’ B?Od




U.S. Patent Nov. 20, 2018 Sheet 13 of 15 US 10,135,963 B2

FIG. 8B
8(50 l?l 100
r S ] ! N /
1] il
|
| Q
T
o J
\ J
100
fo N
]
| g




Sheet 14 of

FIG. 9

U.S. Patent Nov. 20, 2018
" oo o)
Tl [F1(%] (&) w22 12; 46PY

s
(
(
(-
\_>
= O =
o )
(a)
o o)
Yot @ F (%) (<] 1 12: 48P
/,// \,
/ \%@/ \
(/\y K/
> )
//\ %)
\//\_ S
L G ) = )

15

US 10,135,963 B2

100 100
7 oo o X
Tl &%) (%) (&1 1 12: 46PY
151 1151
e o NN | )
Coy))
454 Hes=nn) 910
WY
D '7\\%
Y 904
|
ST
a o =
\ W,
(b)
10(@ U 100
7 oo o N
Tl (o] @R 12: 46PU
151 151
920 / o @K\_/ 930
\7 /
/&/
900 ||/ : _-900
\ /f\
g o 9 =
U )
(c)



U.S. Patent Nov. 20, 2018 Sheet 15 of 15 US 10,135,963 B2

(a)

(b)

1010 —

(c) 1030

1020—




US 10,135,963 B2

1
MOBILE TERMINAL AND CONTROL
METHOD FOR THE MOBILE TERMINAL

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is the National Stage filing under 35
U.S.C. 371 of International Application No. PCT/KR2014/
003246, filed on Apr. 15, 2014 which claims the benefit of
earlier filing date and right of priority to Korean Application
No. 10-2013-0123518, filed on Oct. 16, 2013, the contents
of which are all hereby incorporated by reference herein in
their entirety.

TECHNICAL FIELD

The present disclosure relates to a mobile terminal that
may take images and a control method for the mobile
terminal.

BACKGROUND ART

A mobile terminal is configured to perform various func-
tions. Examples of the various functions are a data and voice
communication function, a function of capturing an image
or a moving image of a photographic subject with a camera,
a function of storing a voice, a function of playing back a
music file using a speaker system, a function of displaying
an image or video, and so on. Furthermore, the mobile
terminal includes an additional function, such as playing a
game and serves as a multimedia player. The recently-
developed mobile terminal is capable of receiving multicast
signals so that a user can view video or a television program
with it.

In addition, efforts have been made to enhance the exist-
ing functions of the mobile terminal and additionally equip
the mobile terminal with innovative functions. From a
software or hardware perspective Efforts have also been
made for structural changes to and modifications to con-
stituent elements that make up the mobile terminal.

Also, in accordance with such improvement, the mobile
terminal may be provided with a camera that includes a
plurality of lenses, wherein the camera may receive and take
images through each of the plurality of lenses.

DISCLOSURE OF INVENTION
Technical Problem

Therefore, an aspect of the detailed description is to
provide a mobile terminal and a control method for the
mobile terminal, in which a user may generate desired
synthetic moving image data by using a plurality of images
received through a camera provided with a plurality of
lenses.

Solution to Problem

To achieve these and other advantages and in accordance
with the purpose of this specification, as embodied and
broadly described herein, a mobile terminal comprises a
display module; a camera provided with a plurality of
lenses; and a controller configured to receive images through
the plurality of lenses and outputting the received images on
the display module, wherein the controller generates one
moving image data by using an image received from the first
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2

lens of the plurality of lenses and an image received from the
second lens different from the first lens.

In one embodiment, if any one of the received images is
selected, the controller takes the image received from the
first lens corresponding to the selected image.

In one embodiment, if the second lens different from the
first lens is selected in a state that the image received from
the first lens is being taken, the controller takes the image
received from the second lens subsequently to the image
taken from the first lens.

In one embodiment, the controller ends taking the image
received through the first lens to correspond to the case
where the second lens is selected, and starts to take the
image received through the second lens.

In one embodiment, a progress bar indicating the status
that the moving image data is taken is output to at least one
zone of the display module, the progress bar is divided into
a plurality of sections on the basis of the number of lenses
used to take the images constituting the moving image data,
and preview images corresponding to any one of the images
taken to generate the moving image data are output to the
periphery of the plurality of sections.

In one embodiment, the generated moving image data are
generated by arranging the images taken to generate the
moving image data in accordance with the arranged position
of the preview images.

In one embodiment, the output position of the preview
images output on the progress bar is variable on the basis of
selection of a user, and the controller changes the arrange-
ment order of the images constituting the moving image data
to correspond to the case where the position of the preview
images is varied.

In one embodiment, if images start to be taken through
any one of the plurality of lenses, an image currently taken
is output to at least one zone of the display module.

In one embodiment, in a state that the image taken
through the first lens is output to the at least one zone of the
display module, if a touch of a predetermined mode is
sensed for the at least one zone, the images starts to be taken
through a lens having focused on a subject included in the
zone where the touch is sensed.

In one embodiment, the controller extracts an image
corresponding to the difference between the image received
from the first lens and the image received from the second
lens, and generates one moving image data by synthesizing
the image corresponding to the difference with the periphery
of the image received from the first lens.

In one embodiment, the second lens includes a plurality of
lenses except for the first lens based on selection of a user.

In one embodiment, the controller takes the images
received from the plurality of lenses and generates one
moving image data by using at least two of the plurality of
images, which are taken, after the images end to be taken.

In one embodiment, a progress bar indicating the status
that the moving image data is generated is output to at least
one zone of the display module, the progress bar is divided
into a plurality of sections on the basis of the number of
lenses used to take the images constituting the moving
image data, and thumbnail images corresponding to any one
of the images taken to generate the moving image data are
output to the periphery of the plurality of sections.

In one embodiment, the controller partitions the display
module into a plurality of zones, displays thumbnail images
corresponding to each of the images taken from the plurality
of lenses on the first zone of the plurality of zones, a plurality
of thumbnail images selected from the preview images are
displayed on the second zone of the plurality of zones, and
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generates one moving image data by arranging the corre-
sponding taken images in accordance with the order of the
thumbnail images displayed on the second zone.

In one embodiment, if any one of the thumbnail images
displayed on the first zone is selected, the controller displays
a graphic object for allowing at least a part of the taken
images corresponding to the thumbnail images to be selected
by a user, in the periphery of the selected thumbnail image,
and extracts the part of the taken images, which is selected
by the user, from the taken image corresponding to the
selected thumbnail image.

In one embodiment, the controller generates one moving
image data by arranging the taken images, which include the
part of the taken images, in accordance with the order of the
thumbnail images displayed on the second zone.

In one embodiment, the controller outputs the first image
taken from the first lens among the plurality of lenses on the
display module, and replaces at least a partial display zone
of the first image with at least a partial display zone of the
second image taken from at least one second lens different
from the first lens on the basis of selection of a user.

In one embodiment, if at least one image zone of the first
image is selected, the controller extracts at least one partial
image from each of the second images taken by the plurality
of second lenses, and synthesizes partial images, which are
extracted from any one second image on the basis of
selection of user among the partial images extracted from
each of the second images, with at least one image of the first
image except for the selected image zone.

In one embodiment, the controller displays thumbnail
images respectively corresponding to the extracted partial
images, in the periphery of the selected one zone.

In one embodiment, the controller outputs the first image
taken from the first lens among the plurality of lenses on the
display module, and replaces at least a partial display zone
where the first image is displayed with at least a partial
display zone of any one of another images, which are
previously stored, on the basis of selection of a user.

In one embodiment, if at least partial display zone of the
first image is selected, the controller extracts a feature point
by recognizing the image included in the partial display
zone, detects at least on moving image, which includes at
least one image corresponding to the feature point, from the
moving images, which are previously stored, and replaces
the selected partial display zone of the first image with at
least partial display zone of any one of the detected moving
images.

In one embodiment, the controller outputs thumbnail
images respectively corresponding to the detected moving
images to at least a part on the display module.

Further scope of applicability of the present application
will become more apparent from the detailed description
given hereinafter. However, it should be understood that the
detailed description and specific examples, while indicating
preferred embodiments of the disclosure, are given by way
of illustration only, since various changes and modifications
within the spirit and scope of the disclosure will become
apparent to those skilled in the art from the detailed descrip-
tion.

Advantageous Effects Of Invention

According to the mobile terminal and the control method
for the mobile terminal, a user can be provided desired
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4
synthetic moving image data by using a plurality of images
received through a camera provided with a plurality of
lenses.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram illustrating a mobile terminal
according to one embodiment of the present invention;

FIG. 2a is a front perspective diagram illustrating an
example of a mobile terminal according to one embodiment
of the present invention;

FIG. 2b is a rear perspective diagram illustrating an
example of a mobile terminal according to one embodiment
of the present invention;

FIG. 2¢ is a rear perspective diagram illustrating an
example of a mobile terminal according to another embodi-
ment of the present invention;

FIG. 2d is a diagram illustrating an example of a camera
provided with a plurality of lenses in a mobile terminal
according to another embodiment of the present invention;

FIG. 2e is a diagram illustrating another example of a
camera provided with a plurality of lenses in a mobile
terminal according to another embodiment of the present
invention;

FIG. 3 is a flow chart illustrating a method for generating
one moving image data by using a plurality of images
received through a plurality of lenses in a mobile terminal
according to one embodiment of the present invention;

FIG. 4 is a conceptional diagram illustrating an example
of generating moving image data of FIG. 3;

FIG. 5 is a conceptional diagram illustrating an example
of editing and taking images received through a plurality of
lenses in accordance with a user’s selection in a mobile
terminal according to one embodiment of the present inven-
tion;

FIG. 6a is a conceptional diagram illustrating an example
of generating moving image data by using an image received
from a lens selected by position change of a mobile terminal
in the mobile terminal according to one embodiment of the
present invention;

FIG. 65 is a conceptional diagram illustrating an example
of generating moving image data from a lens which receives
images of a subject through different focuses in a mobile
terminal according to one embodiment of the present inven-
tion;

FIG. 7 is a diagram illustrating an example of generating
one moving image data by editing images taken from a
plurality of lenses in a mobile terminal according to one
embodiment of the present invention;

FIGS. 8a and 8b are diagrams illustrating an example of
generating an image obtained by synthesizing display zones
with each other by using images received through a plurality
of'lenses in a mobile terminal according to one embodiment
of the present invention;

FIG. 9 is a diagram illustrating an example of synthesiz-
ing a part of an image taken from a specific lens to a part of
an image taken from another lens in accordance with a user’s
selection in a mobile terminal according to one embodiment
of the present invention; and

FIG. 10 is a diagram illustrating an example of displaying
different image data on a display module by using a feature
point of a subject image selected by a user in a mobile
terminal according to one embodiment of the present inven-
tion.

MODE FOR THE INVENTION

Description will now be given in detail of the exemplary
embodiments, with reference to the accompanying draw-
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ings. For the sake of brief description with reference to the
drawings, the same or equivalent components will be pro-
vided with the same reference numbers, and description
thereof will not be repeated. The suffixes attached to com-
ponents of the wireless speaker, such as ‘module’ and ‘unit
or portion” were used for facilitation of the detailed descrip-
tion of the present invention. Therefore, the suffixes do not
have different meanings from each other. In describing the
present invention, if a detailed explanation for a related
known function or construction is considered to unneces-
sarily divert the gist of the present invention, such explana-
tion has been omitted but would be understood by those
skilled in the art. The accompanying drawings of the present
invention aim to facilitate understanding of the present
invention and should not be construed as limited to the
accompanying drawings. The technical idea of the present
invention should be interpreted to embrace all such altera-
tions, modifications, and variations in addition to the accom-
panying drawings.

The mobile terminal according to the present invention
may include a smart phone, a laptop computer, a digital
broadcasting terminal, a Personal Digital Assistant (PDA), a
Portable Multimedia Player (PMP), a navigation system, a
slate PC, a tablet PC, an ultra book, etc. However, it will be
obvious to those skilled in the art that the present invention
may be also applicable to a fixed terminal such as a digital
TV and a desktop computer, except for specific configura-
tions for mobility.

FIG. 1 is a block diagram of a mobile terminal according
to an embodiment of the present invention.

As shown in FIG. 1, the mobile terminal 100 includes a
radio communication unit 110, an A/V (Audio/Video) input
unit 120, a user input unit 130, a sensing unit 140, an output
unit 150, a memory 160, an interface unit 170, a controller
180, and a power supply unit 190. FIG. 1 shows the mobile
terminal 100 having various components, but it is under-
stood that implementing all of the illustrated components is
not a requirement. The mobile terminal 100 may be imple-
mented by greater or fewer components.

Hereinafter, each of the above components will be
explained.

The radio communication unit 110 typically includes one
or more components to authorize radio communication
between the mobile terminal 100 and a radio communication
unit system or a network in which the mobile terminal 100
is located. For example, the radio communication unit 110
may include a broadcast receiving module 111, a mobile
communication module 112, a wireless Internet module 113,
a short range communication module 114, a location infor-
mation module 115, etc.

The broadcast receiving module 111 receives broadcast
signals and/or broadcast associated information from an
external broadcast management server (or other network
entity) via a broadcast channel.

The broadcast channel may include a satellite channel
and/or a terrestrial channel. The broadcast management
server may be a server that generates and transmits a
broadcast signal and/or broadcast associated information or
a server that receives a previously generated broadcast
signal and/or broadcast associated information and transmits
the same to a terminal. The broadcast signal may include a
TV broadcast signal, a radio broadcast signal, a data broad-
cast signal, and the like. Also, the broadcast signal may
further include a broadcast signal combined with a TV or
radio broadcast signal.

The broadcast associated information may refer to infor-
mation associated with a broadcast channel, a broadcast
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program or a broadcast service provider. The broadcast
associated information may also be provided via a mobile
communication network and. In this case, the broadcast
associated information may be received by the mobile
communication module 112.

The broadcast associated information may exist in various
forms. For example, it may exist in the form of an electronic
program guide (EPG) of digital multimedia broadcasting
(DMB), electronic service guide (ESG) of digital video
broadcast-handheld (DVB-H), and the like.

The broadcast receiving module 111 may be configured to
receive signals broadcast by using various types of broadcast
systems. In particular, the broadcast receiving module 111
may receive a digital broadcast by using a digital broadcast
system such as multimedia broadcasting-terrestrial (DMB-
T), digital multimedia broadcasting-satellite (DMB-S), digi-
tal video broadcast-handheld (DVB-H), the data broadcast-
ing system known as media forward link only
(MediaFLO®), integrated services digital broadcast-terres-
trial (ISDB-T), etc. The broadcast receiving module 111 may
be configured to be suitable for every broadcast system that
provides a broadcast signal as well as the above-mentioned
digital broadcast systems.

Broadcast signals and/or broadcast-associated informa-
tion received via the broadcast receiving module 111 may be
stored in the memory 160.

The mobile communication module 112 transmits and/or
receives radio signals to and/or from at least one of a base
station, an external terminal and a server. Such radio signals
may include a voice call signal, a video call signal or various
types of data according to text and/or multimedia message
transmission and/or reception.

The mobile communication module 112 is configured to
implement a video call mode and a voice call mode. The
video call mode indicates a call performed while a user
views counterpart, whereas the voice call mode indicates a
call performed while a user does not view counterpart. For
implementation of the video call mode and the voice call
mode, the mobile communication module 112 is configured
to transmit and receive at least one of voice data and image
data.

The wireless Internet module 113 supports wireless Inter-
net access for the mobile communication terminal. This
module may be internally or externally coupled to the
mobile terminal 100. Here, as the wireless Internet tech-
nique, a wireless local area network (WLAN), Wi-Fi, wire-
less broadband (WiBro), world interoperability for micro-
wave access (WiMAX), high speed downlink packet access
(HSDPA), and the like, may be used.

The short range communication module 114 is a module
for supporting short range communications. Some examples
of short range communication technology include Blu-
etooth™, Radio Frequency IDentification (RFID), Infrared
Data Association (IrDA), Ultra-WideBand (UWB), Zig-
Bee™, and the like.

The location information module 115 is a module for
acquiring a location (or position) of the mobile communi-
cation terminal. For example, the location information mod-
ule 115 may include a GPS (Global Positioning System)
module.

Referring to FIG. 1, the A/V input unit 120 is configured
to receive an audio or video signal. The A/V input unit 120
may include a camera 121 and a microphone 122. The
camera 121 processes image data of still pictures or video
acquired by an image capture device in a video capturing
mode or an image capturing mode. The processed image
frames may be displayed on a display 151.
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The image frames processed by the camera 121 may be
stored in the memory 160 or transmitted via the radio
communication unit 110. Two or more cameras 121 may be
provided according to the configuration of the mobile com-
munication terminal.

The microphone 122 may receive sounds (audible data)
via a microphone in a phone call mode, a recording mode,
a voice recognition mode, and the like, and can process such
sounds into audio data. The processed audio (voice) data
may be converted for output into a format transmittable to a
mobile communication base station via the mobile commu-
nication module 112 in case of the phone call mode. The
microphone 122 may implement various types of noise
canceling (or suppression) algorithms to cancel (or suppress)
noise or interference generated in the course of receiving
and transmitting audio signals.

The user input unit 130 may generate key input data from
commands entered by a user to control various operations of
the mobile communication terminal. The user input unit 130
allows the user to enter various types of information, and
may include a keypad, a dome switch, a touch pad (e.g., a
touch sensitive member that detects changes in resistance,
pressure, capacitance, etc. due to being contacted) a jog
wheel, a jog switch, and the like.

The sensing unit 140 detects a current status (or state) of
the mobile terminal 100 such as an opened or closed state of
the mobile terminal 100, a location of the mobile terminal
100, the presence or absence of a user’s touch (contact) with
the mobile terminal 100 (e.g., touch inputs), the orientation
of the mobile terminal 100, an acceleration or deceleration
motion and direction of the mobile terminal 100, etc., and
generates commands or signals for controlling the operation
of the mobile terminal 100. For example, when the mobile
terminal 100 is implemented as a slide type mobile phone,
the sensing unit 140 may sense whether the slide phone is
opened or closed. In addition, the sensing unit 140 can detect
whether or not the power supply unit 190 supplies power or
whether or not the interface unit 170 is coupled with an
external device.

The sensing unit 140 may be provided with at least one
sensor. For instance, the sensing unit 140 may be provided
with an acceleration sensor, an inertia sensor and a gyro
sensor. The sensing unit 140 may sense a current state of the
mobile terminal 100, i.e., a moved degree of the mobile
terminal 100, or a tilted state of the mobile terminal in a
vertical direction or a horizontal direction based on the
ground.

The sensing unit 140 may be provided with a pupil
recognition sensor for sensing a user’s eyes. In this case, the
sensing unit 140 may sense a user’s gaze direction by
recognizing the user’s pupils.

The output unit 150 is configured to provide outputs in a
visual, audible, and/or tactile manner (e.g., audio signal,
video signal, alarm signal, vibration signal, etc.). The output
unit 150 may include the display 151, an audio output unit
152, an alarm unit 153, a haptic module 154, and the like.

The display 151 may display information processed in the
mobile terminal 100. For example, when the mobile terminal
100 is in a phone call mode, the display 151 may display a
User Interface (UI) or a Graphic User Interface (GUI)
associated with a call. When the mobile terminal 100 is in a
video call mode or image capturing mode, the display 151
may display a captured image and/or received image, a Ul
or GUL

The display 151 may include at least one of a Liquid
Crystal Display (LCD), a Thin Film Transistor-LCD (TFT-
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8
LCD), an Organic Light Emitting Diode (OLED) display, a
flexible display, a three-dimensional (3D) display, and an
e-ink display.

Some of these displays may be configured to be trans-
parent so that outside may be seen therethrough, which may
be referred to as a transparent display. A representative
example of this transparent display may include a transpar-
ent organic light emitting diode (TOLED), etc. The mobile
terminal 100 may include two or more displays 151. The rear
surface portion of the display 151 may also be implemented
to be optically transparent. Under this configuration, a user
can view an object positioned at a rear side of a body through
a region occupied by the display 151 of the body.

The display 151 may be implemented in two or more in
number according to a configured aspect of the mobile
terminal 100. For instance, a plurality of displays may be
arranged on one surface integrally or separately, or may be
arranged on different surfaces.

Here, if the display 151 and a touch sensitive sensor
(referred to as a touch sensor) have a layered structure
therebetween, the structure may be referred to as a touch
screen. The display 151 may be used as an input device
rather than an output device. The touch sensor may be
implemented as a touch film, a touch sheet, a touch pad, and
the like.

The touch sensor may be configured to convert changes of
a pressure applied to a specific part of the display 151, or a
capacitance occurring from a specific part of the display 151,
into electric input signals. Also, the touch sensor may be
configured to sense not only a touched position and a
touched area, but also a touch pressure.

When touch inputs are sensed by the touch sensors,
corresponding signals are transmitted to a touch controller
(not shown). The touch controller processes the received
signals, and then transmits corresponding data to the con-
troller 180. Accordingly, the controller 180 may sense which
region of the display 151 has been touched.

Referring to FIG. 1, a proximity sensor may be arranged
at an inner region of the mobile terminal covered by the
touch screen, or near the touch screen. The proximity sensor
indicates a sensor to sense presence or absence of an object
approaching to a surface to be sensed, or an object disposed
near a surface to be sensed, by using an electromagnetic field
or infrared rays without a mechanical contact. The proximity
sensor has a longer lifespan and a more enhanced utility than
a contact sensor.

The proximity sensor may include a transmissive type
photoelectric sensor, a direct reflective type photoelectric
sensor, a mirror reflective type photoelectric sensor, a high-
frequency oscillation proximity sensor, a capacitance type
proximity sensor, a magnetic type proximity sensor, an
infrared rays proximity sensor, and so on. When the touch
screen is implemented as a capacitance type, proximity of a
pointer to the touch screen is sensed by changes of an
electromagnetic field. In this case, the touch screen (touch
sensor) may be categorized into a proximity sensor.

In the following description, for the sake of brevity,
recognition of the pointer positioned to be close to the touch
screen without being contacted will be called a ‘proximity
touch’, while recognition of actual contacting of the pointer
on the touch screen will be called a ‘contact touch’. In this
case, when the pointer is in the state of the proximity touch,
it means that the pointer is positioned to correspond verti-
cally to the touch screen.

The proximity sensor detects a proximity touch and a
proximity touch pattern (e.g., a proximity touch distance, a
proximity touch speed, a proximity touch time, a proximity
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touch position, a proximity touch motion state, or the like),
and information corresponding to the sensed proximity
touch operation and the proximity touch pattern can be
output to the touch screen.

The audio output unit 152 may output audio data received
from the radio communication unit 110 or stored in the
memory 160 in a call signal reception mode, a call mode, a
record mode, a voice recognition mode, a broadcast recep-
tion mode, and the like. Also, the audio output unit 152 may
provide audible outputs related to a particular function (e.g.,
a call signal reception sound, a message reception sound,
etc.) performed in the mobile terminal 100. The audio output
unit 152 may include a receiver, a speaker, a buzzer, etc.

The alarm unit 153 outputs a signal for informing about
an occurrence of an event of the mobile terminal 100. Events
generated in the mobile terminal may include call signal
reception, message reception, key signal inputs, and the like.
In addition to video or audio signals, the alarm unit 153 may
output signals in a different manner, for example, to inform
about an occurrence of an event. For example, the alarm unit
153 may output a signal in the form of vibration. The video
signal or audio signal may be output through the display 151
or the audio output unit 152. Therefore, the display 151 and
the audio output unit 152 may be categorized as part of the
alarm unit 153.

The haptic module 154 generates various tactile effects
the user may feel. A typical example of the tactile effects
generated by the haptic module 154 is vibration. The
strength and pattern of the haptic module 154 can be
controlled. For example, different vibrations may be com-
bined to be output or sequentially output.

Besides vibration, the haptic module 154 may generate
various other tactile effects such as an effect by stimulation
such as a pin arrangement vertically moving with respect to
a contact skin, a spray force or suction force of air through
a jet orifice or a suction opening, a contact on the skin, a
contact of an electrode, electrostatic force, etc., an effect by
reproducing the sense of cold and warmth using an element
that can absorb or generate heat.

The haptic module 154 may be implemented to allow the
user to feel a tactile effect through a muscle sensation such
as fingers or arm of the user, as well as transferring the tactile
effect through a direct contact. Two or more haptic modules
154 may be provided according to the configuration of the
mobile terminal 100.

The memory 160 may store software programs used for
the processing and controlling operations performed by the
controller 180, or may temporarily store data (e.g., a map
data, phonebook, messages, still images, video, etc.) that are
input or output. The memory 160 may store data relating to
various patterns of vibrations and sounds output when touch
input to the touch screen is sensed.

The memory 160 may store images taken from a plurality
of lenses if the camera 121 includes the plurality of lenses.
In this case, the memory 160 may sequentially store the
taken images in a horizontal direction or a vertical direction
in accordance with a predetermined arrangement order.

For example, the order of the taken images may be
defined in a horizontal direction or a vertical direction on the
basis of the arrangement order of the plurality of lenses. In
this case, the taken images may be stored in the memory 160
in accordance with the predetermined direction order.

The memory 160 may include at least one type of storage
medium including a Flash memory, a hard disk, a multime-
dia card micro type, a card-type memory (e.g., SD or DX
memory, etc), a Random Access Memory (RAM), a Static
Random Access Memory (SRAM), a Read-Only Memory
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10
(ROM), an Electrically Erasable Programmable Read-Only
Memory (EEPROM), a Programmable Read-Only memory
(PROM), a magnetic memory, a magnetic disk, and an
optical disk. Also, the mobile terminal 100 may be operated
in relation to a web storage device that performs the storage
function of the memory 160 over the Internet.

The interface unit 170 serves as an interface with every
external device connected with the mobile terminal 100. For
example, the external devices may transmit data to an
external device, receives and transmits power to each ele-
ment of the mobile terminal 100, or transmits internal data
of the mobile terminal 100 to an external device. For
example, the interface unit 170 may include wired or wire-
less headset ports, external power supply ports, wired or
wireless data ports, memory card ports, ports for connecting
a device having an identification module, audio input/output
(I/0) ports, video I/O ports, earphone ports, or the like.

Here, the identification module may be a chip that stores
various information for authenticating the authority of using
the mobile terminal 100 and may include a user identity
module (UIM), a subscriber identity module (SIM) a uni-
versal subscriber identity module (USIM), and the like. In
addition, the device having the identification module (re-
ferred to as ‘identifying device’, hereinafter) may take the
form of a smart card. Accordingly, the identifying device
may be connected with the terminal 100 via a port.

When the mobile terminal 100 is connected with an
external cradle, the interface unit 170 may serve as a passage
to allow power from the cradle to be supplied therethrough
to the mobile terminal 100 or may serve as a passage to
allow various command signals input by the user from the
cradle to be transferred to the mobile terminal therethrough.
Various command signals or power input from the cradle
may operate as signals for recognizing that the mobile
terminal is properly mounted on the cradle.

The controller 180 typically controls the general opera-
tions of the mobile terminal. For example, the controller 180
performs controlling and processing associated with voice
calls, data communications, video calls, and the like. The
controller 180 may include a multimedia module 181 for
reproducing multimedia data. The multimedia module 181
may be configured within the controller 180 or may be
configured to be separated from the controller 180.

The controller 180 may perform a pattern recognition
processing to recognize a handwriting input or a picture
drawing input performed on the touch screen as characters
or images, respectively.

Once a preset condition of the mobile terminal is satisfied,
the controlled 180 can execute a locked state for limiting a
user’s input of control commands with respect to applica-
tions. And, the controller 180 can control a locked screen
displayed in the locked state, based on a touch input sensed
by the display (hereinafter, will be referred to as ‘touch
screen’ 151) in the locked state.

Also, the controller 180 may generate a synthetic image
by using the plurality of images received or taken from the
plurality of lenses if the camera 121 includes the plurality of
lenses. For example, the controller 180 may generate one
moving image data by using images received from at least
two lenses in accordance with the user’s selection.

The controller 180 may take an image received from a
specific lens until the user selects another lens, and may take
an image received from a lens selected by the user subse-
quently to the image taken through the specific lens, thereby
generating one moving image data.

Also, in the middle of taking the image from any one lens
selected by the user, the controller 180 may take an image
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received from another lens having another focus subse-
quently to the above taken image.

Also, the controller 180 may arrange at least two of the
images taken from the plurality of lenses, that is, the taken
images, in accordance with the user’s selection and generate
moving image data in accordance with the arranged order.

To this end, the controller 180 may include a moving
image data generator 182, which may be provided inside the
controller 180 or may be provided outside the controller 180
separately from the controller 180.

Also, the controller 180 may generate moving image data,
which is obtained by synthesizing at least two images with
each other, by replacing a part of a display area of an image
taken from any one lens with a part of a display area of an
image taken from another lens. For example, the controller
180 may replace a partial display area of an image obtained
by taking a specific subject with a partial display area of an
image taken from another focus. To this end, the controller
180 may include an image synthesizer 183, which may be
provided inside the controller 180 or may be provided
outside the controller 180 separately from the controller 180.

The power supply unit 190 receives external power or
internal power and supplies appropriate power required for
operating respective elements and components under control
of the controller 180.

Various embodiments described herein may be imple-
mented in a computer-readable or its similar medium using,
for example, software, hardware, or any combination
thereof.

For hardware implementation, the embodiments
described herein may be implemented by using at least one
of application specific integrated circuits (ASICs), digital
signal processors (DSPs), digital signal processing devices
(DSPDs), programmable logic devices (PLDs), field pro-
grammable gate arrays (FPGAs), processors, controllers,
micro-controllers, microprocessors, electronic  units
designed to perform the functions described herein. In some
cases, such embodiments may be implemented by the con-
troller 180 itself.

For software implementation, the embodiments such as
procedures or functions described herein may be imple-
mented by separate software modules. Each software mod-
ule may perform one or more functions or operations
described herein.

Software codes can be implemented by a software appli-
cation written in any suitable programming language. The
software codes may be stored in the memory 160 and
executed by the controller 180.

Hereinafter, a structure of the mobile terminal of FIG. 1
according to an embodiment of the present invention will be
explained.

FIG. 2A is a front perspective view of the mobile terminal
according to an embodiment of the present invention, and
FIG. 2B is a rear perspective view of the mobile terminal of
FIG. 2A according to an embodiment of the present inven-
tion

The mobile terminal 100 according to the present disclo-
sure is a bar type mobile terminal. However, the present
disclosure is not limited to this, but may be applied to a slide
type in which two or more bodies are coupled to each other
s0 as to perform a relative motion, a folder type, or a swing
type, a swivel type and the like.

Aterminal body (hereinafter, will be referred to as a body)
is provided with a front surface, side surfaces and a rear
surface. The body is provided with two ends in a lengthwise
direction.
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A case (casing, housing, cover, etc.) forming an outer
appearance of the body 100 may include a front case 101 and
a rear case 102. A space formed by the front case 101 and
the rear case 102 may accommodate various components
therein. At least one intermediate case may further be
disposed between the front case 101 and the rear case 102.

Such cases may be formed by injection-molded synthetic
resin, or may be formed using a metallic material such as
stainless steel (STS) or titanium (T1).

At the front case 101, may be disposed a display 151, an
audio output unit 152, a camera 121, user input units 130,
131 and 132, a microphone 122, an interface unit 170, etc.

The display 151 occupies most parts of a main surface of
the front case 101. The audio output unit 152 and the camera
121 are arranged at a region adjacent to one end of the
stereoscopic display 151, and the first user input unit 131
and the microphone 122 are arranged at a region adjacent to
another end of the display 151. The user input unit 131, the
interface unit 170, etc. may be arranged on side surfaces of
the front case 101 and the rear case 102. The microphone
122 is arranged at another end of the body 100.

The user input unit 130 is manipulated to receive a
command for controlling the operation of the mobile termi-
nal 100, and may include a plurality of manipulation units
131 and 132. The manipulation units 131 and 132 may be
referred to as manipulating portions, and may include any
type of ones that can be manipulated in a user’s tactile
manner.

Commands inputted through the first or second user input
units 131 and 132 may be variously set. For instance, the
first manipulation 131 is configured to input commands such
as START, END, SCROLL or the like, and the second
manipulation unit 132 is configured to input commands for
controlling a level of sound outputted from the audio output
unit 152, or commands for converting the current mode of
the display 151 to a touch recognition mode.

Referring to FIG. 2B, a rear camera 1216 may be addi-
tionally provided on the rear case 102. The rear camera 1215
faces a direction which is opposite to a direction faced by the
camera 121a (refer to FIG. 2a), and may have different
pixels from the camera 121a.

For example, the camera 121a may operate with relatively
lower pixels (lower resolution). Thus, the camera 121a may
be useful when a user can capture his face and send it to
another party during a video call or the like. In this case, the
camera 121a can reduce the size of transmission data. On the
other hand, the camera 1215 may operate with a relatively
higher pixels (higher resolution) such that it can be useful for
a user to obtain higher quality pictures for later use. The
cameras 121a and 1215 may be installed at the body 100 so
as to rotate or pop-up.

A flash 123 and a mirror 124 may be additionally disposed
adjacent to the camera 1215. The flash 123 operates in
conjunction with the camera 1215 when taking a picture
using the camera 1215. The mirror 124 can cooperate with
the camera 1215 to allow a user to photograph himself in a
self-portrait mode.

An audio output unit 1525 may be additionally arranged
on a rear surface of the body. The audio output unit 1525
may cooperate with the audio output unit 152a (refer to FIG.
2A) so as to implement a stereo function. Also, the audio
output unit may be configured to operate as a speakerphone.

A power supply unit 190 for supplying power to the
mobile terminal 100 is mounted to the body. The power
supply unit 190 may be mounted in the body, or may be
detachably mounted to the body.
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Although not shown in the drawings, a touch pad 135 for
sensing touch may be additionally mounted to the rear case
102. Like the display 151, the touch pad 135 may be formed
to be light-transmissive. In this case, a rear display for
outputting visual information may be additionally mounted
to the touch pad 135. Information output from the display
151 (front display) and the rear display may be controlled by
the touch pad 135. Alternatively, a display may be addition-
ally mounted to the touch pad 135, and a touch screen may
be arranged at the rear case 102.

The touch pad 135 operates in association with the display
151 of the front case 101. The touch pad 135 may be
disposed on the rear surface of the display 151 in parallel.
The touch pad 135 may have a size equal to or smaller than
that of the display 151.

Also, the mobile terminal according to one embodiment
of the present invention, which may include at least one or
more of the aforementioned elements, may include a camera
121 provided with a plurality of lenses arranged along a
plurality of lines as shown in FIG. 2¢. The camera provided
with a plurality of lenses may be referred to as an ‘array
camera’. As shown, the array camera may be provided in
such a manner that a plurality of lenses are arranged in a
matrix arrangement.

The plurality of lenses of the array camera may be
arranged on a plane or a curve. Also, the plurality of lenses
may be arranged on a curve formed to be concave inside a
rear case 102 of the mobile terminal 100, or may be arranged
on a curve formed to be convex outside the rear case 102.

FIGS. 2d and 2e illustrate examples of the array camera
121.

First of all, referring to FIG. 2d, the plurality of lenses
may be arranged along a curve of which a plurality of lines
in either a horizontal direction or a vertical direction are
formed to be concave as shown in (a) and (b) of FIG. 2d.
Also, the plurality of lenses may be arranged along a curve,
that is, a spherical surface, of which a plurality of lines in
either a horizontal direction or a vertical direction are
formed to be concave as shown in (¢) of FIG. 2¢.

In this way, if the plurality of lenses are arranged along the
curve, angles of coverage for taking a subject from the
respective lenses may be different from one another. For
example, in case of (a) of FIG. 2d, although an angle of
coverage in a vertical direction of a lens ‘a’ 211 is the same
as that of a lens ‘b’ 212, angles of coverage in a vertical
direction of a lens ¢ 213, the lens ‘a’ 211 and the lens ‘b* 212
may be different from one another. Also, in case of (¢) of
FIG. 2¢, although an angle of coverage in a horizontal
direction of the lens ‘a’ 211 is the same as that of the lens ‘¢’
213, angles of coverage in a horizontal direction of the lens
‘b’ 212, the lens ‘a’ 211 and the lens ‘c’ 213 may be different
from one another.

Also, if the plurality of lenses are arranged along the
plurality of lines of a spherical surface formed to be concave
as shown in (¢) of FIG. 24, angles of coverage in a horizontal
direction and angles of coverage in a vertical direction of all
the lenses may be different from one another. Accordingly,
the controller 180 may take a plurality of images taken from
different angles, and the plurality of images may be used to
synthesize new images changed on the basis of the user’s
selection.

Similarly to FIG. 2d, the plurality of lenses may be
arranged along the plurality of lines formed as a convex
curve or a spherical surface. FIG. 2e illustrates an example
of' the plurality of lenses arranged along the plurality of lines
formed as a convex curve or a spherical surface.
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In the same manner as FIG. 2d, even in case that the
plurality of lines are formed as a convex curve or a spherical
surface, angles of coverage for taking a subject from the
respective lenses may be different from one another. How-
ever, since the plurality of lenses are arranged to be concave
in case of FIG. 24, the angles of coverage of the respective
lenses are converged towards a specific subject. On the other
hand, since the plurality of lenses are arranged to be convex
in case of FIG. 2e, the angles of coverage of the respective
lenses may radially be distributed towards a specific subject.

The arrangement of the plurality of lenses shown in FIG.
2d or 2e are only an example of lens arrangement of the
array camera that may be formed as a curve or spherical
surface, and the present invention is not limited to the
example of FIG. 2d or 2e. In other words, the plurality of
lenses of the array camera may be arranged in various
manners which are not shown in FIGS. 2d and 2e, within the
scope of the present invention.

FIG. 3 is a flow chart illustrating a method for generating
one moving image data by using a plurality of images
received through a plurality of lenses in a mobile terminal
according to one embodiment of the present invention.

Referring to FIG. 3, the controller 180 receives images
through a plurality of lenses in accordance with the user’s
selection (S300). In this case, the images may be received if
a function for taking images is carried out or if the camera
121 is activated. The function for taking images may be
carried out if a camera application is activated. The camera
application may be activated if an icon (graphic object) of a
camera related application output on the display module 151
is selected.

Also, if the function for taking images is carried out (or
if the camera 121 is activated), the controller 180 may
receive images through all of the plurality of lenses or at
least one of the plurality of lenses, when the camera 121 is
activated, in accordance with camera related setting infor-
mation. Hereinafter, the embodiment corresponding to the
case where the images are received through all of the
plurality of lenses arranged in the camera will be described.

Meanwhile, as described with reference to the step S300,
if the images are received through the plurality of lenses, at
least one of the received images may be output on the
display module 151 in a predetermined arrangement (S302).
For example, the controller 180 may display the image
received from any one of the plurality of lenses, which is
selected by the user, on the entire screen of the display
module 151.

Alternatively, the controller 180 may arrange the plurality
of images to correspond to the position where the lens is
arranged. For example, the controller 180 may output the
image to the position corresponding to the sixteenth lens (no.
16) 211 of the plurality of lenses arranged in the camera 121,
wherein the image is received through the sixteenth lens (no.
16) 211. In this way, the controller 180 may output the
images received from the respective lenses on the display
module 151 by arranging the images to correspond to the
position where the respective lenses are arranged. In other
words, the images may be output on the display module 151
in accordance with a predetermined arrangement corre-
sponding to the order of the plurality of lenses arranged in
the camera 121.

As a result, the controller 180 may partition the display
module 151 into a plurality of zones to correspond to the
number of the plurality of lenses, and may output any one of
the images received through the plurality of lenses to each
of the plurality of zones. For example, if the number of
lenses is 16, the controller 180 may partition the display



US 10,135,963 B2

15

module into 16 zones and output different images to the 16
partitioned zones. In this case, the different images may be
the images received through the respective lenses different
from one another.

Meanwhile, at the step S302, the images output on the
display module 151 may be preview images. In this case, the
‘preview images’ may be the images simply received
through the plurality of lenses before a request for taking the
images received through the camera 121 is received. In this
case, the preview images may not be stored in the memory
160 until the request is received. Accordingly, the preview
images may be changed as the focus of the camera is
changed, whereby the image on the display module 151 may
be changed in real time.

As described above, if the request for taking the images
is received in a state that the images input through the
plurality of lenses are output on the display module 151, the
images received through the plurality of lenses may be taken
in response to the request (S304). In this case, “taking the
images” may mean that the images input through the camera
(or lens) are stored in the memory 160 at the time when the
request for taking the images is received or at another time
corresponding to the time when the request is received.

If the plurality of images are stored in the memory 160,
the step S306 of generating one moving image data by using
the images taken from at least two of the plurality of lenses
on the basis of the user’s selection may be performed.

Also, the step S304 and the step S306 may be the steps of
generating any one moving image data by taking images
from at least two of the plurality of lenses in due order in
accordance with the order selected by the user.

For example, at the steps 304 and S306, the controller 180
may take the image received from any one lens until the user
selects another lens, and if the user selects another lens, may
take the image received from the latter lens selected by the
user subsequently to the image taken through the former
lens, thereby generating one moving image data. Alterna-
tively, in the middle of taking the image from any one lens
in accordance with the user’s selection, the controller 180
may take the image received from the lens having another
focus subsequently to the image being taken from any one
lens selected by the user.

(a) and (b) of FIG. 4 are conceptional diagrams illustrat-
ing an example of generating moving image data at the step
S306. For convenience of description, it is assumed that the
screen shown in (a) and (b) of FIG. 4 shows that images
received from 9 of a plurality of lenses are output on the
display module 151. In this case, the number of images
output on the display module 151 may be changed depend-
ing on the user’s selection, a size of a predetermined screen
of the display module 151, or the number of the plurality of
lenses.

Referring to (a) of FIG. 4, the images received from the
plurality of lenses are displayed on the display module 151.
In this case, as shown in (b) of FIG. 4, the user may select
the images received from at least two lenses (for example,
the first lens and the ninth lens), thereby generating one
moving image data from the images received from the
selected lenses.

In this case, if the first lens is selected by the user, the
controller 180 may take an image 400 received from the first
lens until the ninth lens is selected. And, if the ninth lens is
selected, the controller 180 may take an image 402 received
from the ninth lens subsequently to the image taken from the
first lens. Accordingly, one moving image data, which
include the image taken from the first lens until the ninth
lens is selected and the image taken from the ninth lens after
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the ninth lens is selected, may be generated. In other words,
the images 410 and 412 constituting the moving image data
may be the images received from the respective lenses
different from each other on the basis of the time when
another lens is selected, that is, the time when the ninth lens
is selected.

Alternatively, at the step S306, the controller 180 may
generate the moving image data in accordance with the
arrangement order of at least two images selected by the user
among the images stored in the memory 160. In this case, the
controller 180 may output the plurality of images taken from
the plurality of lenses on the display module 151 as shown
in (a) of FIG. 4.

And, at least two of the plurality of images output on the
display module 151 may be arranged by the user’s selection
to generate one moving image data. (a) of FIG. 4 illustrates
this example.

Referring to (b) of FIG. 4, if the user selects the image 400
taken from the first lens and subsequently selects the image
402 taken from the ninth lens, the controller 180 may
generate one moving image data by connecting the image
400 taken from the first lens with the image 402 taken from
the ninth lens. In other words, the moving image data may
be generated to include the image 410 taken from the first
lens and the image 412 taken from the ninth lens, and the
order of the images included in the moving image data may
be changed in accordance with the user’s selection.

Also, at the step S306, the controller 180 may generate
moving image data, which is obtained by synthesizing at
least two images with each other, by replacing a part of a
display zone of the image taken from any one lens with a
part of a display zone of the image taken from another lens.

In this case, an example of generating the moving image
data at the step S306 is shown in (c) and (d) of FIG. 4.

As described above, the plurality of lenses according to
the present invention may be formed along a plurality of
lines of a convex curve or a concave curve. In this case, the
plurality of lenses may take the same subject at their
respective focus angles different from one another. And, the
controller 180 may replace a part of a display zone of the
image taken from any one lens with a part of a display zone
corresponding to the image obtained by taking the same
subject at another focus angle for the same subject, in
accordance with the user’s selection.

For example, as shown in (c) of FIG. 4, the controller 180
may output graphic objects 450 and 452 on the screen to
correspond to the user’s selection. If any one of the graphic
objects is selected, the controller 180 may replace a part of
the image taken from any one lens with a part of the image
taken at a focus angle corresponding to the selected object.

(d) of FIG. 4 illustrates this example.

For example, if the focus angle of any one lens corre-
sponds to a front side of the subject, the image obtained by
taking the front side of the subject may be output on the
screen as shown in (¢) of FIG. 4. If a part of the display zone
of the output image is selected by the user (454), the graphic
objects 450 and 452 may be output.

If any one of the graphic objects 450 and 452, for
example, the graphic object 452 is selected, the controller
180 may replace the image of the display zone of the part
454 selected by the user in (c) of FIG. 4 with a part 456 of
the display zone of the image taken at a focus angle
corresponding to the graphic object 452 as shown in (d) of
FIG. 4.

Hereinafter, a method for generating moving image data
obtained by arranging a plurality of images received or taken
through a plurality of lenses in accordance with a user’s
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selection or synthesizing a part of the plurality of images
with another image in a mobile terminal according to the
embodiment of the present invention will be described in
more detail with reference to the accompanying drawings.

FIG. 5 is a conceptional diagram illustrating an example
of editing and taking images received through a plurality of
lenses in accordance with a user’s selection in a mobile
terminal according to one embodiment of the present inven-
tion.

As described above, the mobile terminal 100 according to
one embodiment of the present invention may output the
images received from each of the plurality of lenses on the
display module 151. In this case, the images output on the
display module 151 may be preview images. In other words,
the images output on the display module 151 may be the
images which are not stored in the memory 160.

Also, a zone for displaying a progress bar indicating the
status that moving image data currently generated is taken
may be formed at a part of the display module 151 of the
mobile terminal 100 according to the embodiment of the
present invention. In this case, the progress bar may be
formed as a graphic object such as a bar graph or a graph
type similar to the graphic object. Alternatively, the progress
bar may be configured to display the images for generating
the moving image data. In this case, the progress bar may be
divided into a plurality of sections on the basis of the number
of'lenses used for taking the images constituting the moving
image data, and the images constituting the moving image
data or their preview images may be output to each section.

(a) of FIG. 5 illustrates an example of the display module
151 that includes a zone 550 for displaying the progress bar
and the images received from each of the plurality of lenses.

As shown in (a) of FIG. 5, in a state that the preview
images are output, the controller 180 may sense an input of
the user for any one of the images. For example, the
controller 180 may partition the display module 151 into a
plurality of zones as shown in (a) of FIG. 5 and output the
images received from respective lenses different from one
another to each zone. If the user selects any one of the
images displayed on the display module 151, the controller
180 may determine that the lens for taking the selected
image has been selected. In this case, the user’s selection
may be made if a touch input of the user is sensed in a zone
where any one of the images displayed on the display
module 151 is displayed.

(b) of FIG. 5 illustrates this example. Referring to (b) of
FIG. 5, if the user selects an image 500 taken from the first
lens, the controller 180 may determine that the first lens has
been selected. Also, the controller 180 may start to take the
image received from the selected first lens. An image 510
taken from the lens selected by the user may be displayed in
a zone 550 for displaying the progress bar as shown in (b)
of FIG. 5.

The controller 180 may continue to take the image
received from the first lens until the user selects another lens.
If the user selects another lens different from the currently
selected lens, that is, the first lens, the controller 180 may
take the image received from another lens selected by the
user subsequently to the image which is currently taken.

(c) of FIG. 5 illustrates this example. Referring to (c) of
FIG. 5, it is assumed that the user selects an image 502
received from the fifth lens after selecting the image 500
received from the first lens.

In this case, if the image 502 received from the fifth lens
is selected, the controller 180 may determine that taking the
image received from the fifth lens has been requested from
the user. The controller 180 may end taking the image
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received from the lens which is previously selected if the
lens requested by the user to take the image is different from
the lens which is previously selected, and may take an image
received from the lens requested to newly take the image. In
this case, the controller 180 may take the image received
from the lens requested to newly take the image, subse-
quently to the image taken from the lens which is previously
selected. Accordingly, the moving image data including the
image taken from the first lens may be generated before the
fifth lens is selected, and the moving image data including
the image taken from the fifth lens may be generated after
the fifth lens is selected.

The status that the moving image data is taken may be
displayed through the progress bar. For example, subse-
quently to the image 510 taken from the first lens, the image
512 taken from the fifth lens may be output on the zone 550
where the progress bar is displayed. In this case, the image
510 taken from the first lens or the image 512 taken from the
fifth lens may be output in the zone 550 where the progress
bar is displayed, in the form of the preview image.

Meanwhile, although the moving image data may be
generated in such a manner that the images are taken
sequentially by changing the lens in accordance with the
order selected by the user, the image taken from a specific
lens in accordance with the user’s selection may be inserted
into the moving image data which is already taken, at a
specific time.

For example, the controller 180 may take the image
received from the lens currently selected by the user until
another lens is selected or generation of the moving image
data ends, and may insert the taken image between two
images of the moving image data, which are selected by the
user. In this case, the controller 180 may arrange the inserted
images between the two images selected by the user and
generate the moving image data in accordance with the
arranged order.

(d) of FIG. 5 illustrates this example. Referring to (d) of
FIG. 5, if an image 504 received from the seventh lens is
selected by the user, the controller 180 may determine that
taking the image received from the seventh lens has been
requested. If a touch and drag input of the user, which is
intended to locate the image 504 received from the seventh
lens between the images 510 and 512 output to the zone 550
for displaying the progress bar, is sensed, the controller 180
may determine that insertion of the image taken from the
seventh lens between the images 510 and 512 constituting
the moving image data is selected.

In this case, the controller 180 takes the image received
from the seventh lens, and takes the image received through
the seventh lens subsequently to the time when the image
510 taken from the first lens ends. If another lens different
from the lens currently selected by the user is selected, or if
generation of the moving image data ends, the controller 180
ends taking the image received from the seventh lens and
connects the image 512 taken from the fifth lens, among the
images constituting the moving image data, to the image
taken from the seventh lens at the time when the image taken
from the seventh lens ends.

Accordingly, the moving image data may be generated in
such a manner that the image 514 taken from the seventh
lens may be connected to the image 510 taken from the first
lens and then the image 512 taken from the fitth lens may be
connected to the image 514 taken from the seventh lens. As
a result, the status that the moving image data is generated
by insertion of the image 514 taken from the seventh lens



US 10,135,963 B2

19

between the images 510 and 512 constituting the moving
image data may be output to the zone 550 where the progress
bar is displayed.

Meanwhile, although it is assumed that the image taken
from the specific lens is inserted in (d) of FIG. 5, at least one
of the images output to the zone 550 where the progress bar
is displayed may be deleted in accordance with the user’s
selection. In this case, the controller 180 may generate the
moving image data by connecting the images before and
after the image is deleted with each other. In other words, the
controller 180 may generate the moving image data in
accordance with the arrangement order of the images taken
to constitute the moving image data, and the arrangement
order of the images may be changed in accordance with the
user’s selection.

The controller 180 may insert the image taken from the
specific lens between the arranged images as shown in (d) of
FIG. 5, or may delete at least one of the arranged images.
Such insertion or deletion of the image may be performed by
direct selection (for example, touch of the image received or
taken from the specific lens) of the user or change of the
position of the mobile terminal 100.

For example, if the user swings the mobile terminal 100
as much as the number of predetermined times or strength
stronger than predetermined strength, the arrangement order
of the images may be changed. For example, if the user
swings the mobile terminal 100, the images arranged in the
zone 550 where the progress bar is displayed may be
arranged in the ascending or descending order of the lenses.

Also, if the user moves or rotates the mobile terminal 100
in any one of up, down, left and right directions, any one of
the plurality of lenses may be selected in accordance with a
moving direction, a rotation direction or a moving level of
the mobile terminal 100.

For example, the controller 180 may sense position
change or rotation of the mobile terminal 100 by using an
acceleration sensor, an inertial sensor, a gyro sensor. Also,
the controller 180 may determine that any one lens has been
selected by the user in a changed direction of the position or
a direction corresponding to the rotated direction in accor-
dance with a changed level of the position or a rotated level
of the direction.

If any one of the plurality of lenses is selected in accor-
dance with a moving direction, a rotation direction or a
moving level of the mobile terminal 100, the controller 180
may generate the moving image data by taking the image
received from the lens selected in accordance with the
moving direction or the moving level subsequently to the
image taken from the lens which is previously selected.

For example, as described above, the mobile terminal 180
may generate the moving image data including the images
taken from at least two lenses by allowing another lens
different from the currently selected lens to be selected using
position change or rotation.

FIG. 6a illustrates this example.

If a specific lens is selected by the user, the controller 180
may determine that taking the image received from the
selected lens has been requested. For example, if the lens,
which receives a front image of a subject 100, is selected, the
image shown in (a) of FIG. 6a may be output on the display
module 151.

In this state, if the user rotates the mobile terminal 100 to
the right side at a predetermined angle (for example, 45°, or
if the user moves the mobile terminal 100 to the right side
at a constant distance or more, the controller 180 may sense
rotation or position change of the mobile terminal 100
through the inertia sensor, the acceleration sensor, and the
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like. Also, the controller 180 may select any one of the
plurality of lenses on the basis of the rotated status or the
changed position. In this case, the controller 180 may select
the lens corresponding to the rotated angle or the rotated
time in the rotated direction or the lens corresponding to the
position changed distance or the position changed time in
the position changed direction.

If the specific lens is selected in accordance with the
rotated status or the position changed status, the controller
180 may end the status that the image of the lens which is
previously selected is taken. And, the controller 180 may
start to take the image received from the lens selected in
accordance with the rotated status or the position change.
The taken image may be output on the display module 151
as shown in (b) of FIG. 6a.

Referring to (b) of FIG. 6a, it is noted that the image
corresponding to the status that the subject 600 is rotated as
much as a predetermined angle is output on the display
module 151. This is because that it is assumes that the
camera 121 of the mobile terminal 100 according to the
embodiment of the present invention includes a plurality of
lenses arranged along a plurality of lines. Accordingly,
angles of coverage for each lens are different from one
another in view of features of the lenses arranged along a
curve. As a result, if different lenses are selected, the moving
image data including the images taken at different focus
angles may be generated.

For example, the moving image data generated in case of
(b) of FIG. 6a may include the image taken at a front angle
of'the subject 600 before the user rotates the mobile terminal
100 or changes the position of the mobile terminal 100, and
the image taken at an angle of the subject 600 rotated as
much as a predetermined angle from the right side after the
user rotates the mobile terminal 100 or changes the position
of the mobile terminal 100.

Meanwhile, if it is assumed in (b) of FIG. 64 that the lens
corresponding to the case where the mobile terminal 100 is
rotated in a left and right direction or moves in a left and
right direction is selected, it is assumed in (¢) of FIG. 64 that
the lens corresponding to the case where the mobile terminal
100 is rotated in a forward or backward direction or moves
in an upward and downward direction is selected. In this
case, if the user rotates the mobile terminal 100 in a forward
direction, that is, inclines the mobile terminal 100 at a
predetermined angle or more in a forward direction, or if the
user moves the mobile terminal 100 in an upward direction
at a constant distance or more, the image obtained by taking
the subject 600 in an upward direction as much as a
predetermined angle as shown in (¢) of FIG. 6a may be
output on the display module 151.

Meanwhile, the controller 180 of the mobile terminal 100
according to the embodiment of the present invention may
generate the moving image data by taking the image
received from the lens corresponding to a specific focus
angle selected by the user subsequently to the image which
is previously taken.

For example, the controller 180 may take the image
received from any one of the plurality of lenses and output
the taken image on the display module 151. If the specific
focus angle is selected by the user, the controller 180 may
end currently taking the image from the lens and take the
image received from the lens corresponding to the selected
focus angle subsequently to the image which is taken.

In this case, the controller 180 may be provided with the
specific focus angle directly selected by the user through a
key pad or jog key. However, unlike this, if the user selects
a specific subject included in the image output on the display
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module 151, the controller 180 may determine that the lens
which is focused on the corresponding subject has been
selected.

FIG. 654 is a conceptional diagram illustrating an example
of generating moving image data from a lens, which receives
an image of a subject at different focuses, in a mobile
terminal according to one embodiment of the present inven-
tion.

Referring to FIG. 65, as shown in (a) of FIG. 65, the
controller 180 may take the image received from any one of
the plurality of lenses and output the taken image to the
display module 151.

As shown in (b) of FIG. 65, at least a partial zone on the
display module 151 to which an image 650 of the specific
subject is output may be selected by the user. For example,
if a touch input or touch and drag input of the user is sensed
in the zone of the display module 151 to which the specific
subject 650 is output, the controller 180 may determine that
the specific subject 650 has been selected.

If it is determined that the specific subject is selected by
the user, the controller 180 may select the lens, which is
focused on the specific subject 650, among the plurality of
lenses. And, the controller 180 ends image-taking of the
lens, which currently takes the image output on the display
module 151, and takes the image received from the lens
which is focused on the specific subject 650. Also, the
controller 180 outputs the image, which is currently taken,
on the display module 151.

(c) of FIG. 65 illustrates this example. Referring to (c) of
FIG. 6b, it is noted that the subject 650 output to be inclined
to the right side in (a) and (b) of FIG. 65 is output to the
center on the display module 151. This is because that the
lens which is focused on the subject has been selected and
the image received from the selected lens has been taken and
output on the display module 151 as the user has selected the
subject 650 in (b) of FIG. 65.

As described above, the controller 180 of the mobile
terminal 100 according to the embodiment of the present
invention may generate one moving image data by taking
the image received from the lens which is focused on the
selected subject, subsequently to the image which is taken
before the specific subject included in the image output on
the display module 151 is selected by the user. Accordingly,
the moving image data may include the images taken from
at least two lenses having their respective focus angles
different from each other on the basis of the time when the
subject is selected by the user.

Meanwhile, in the aforementioned embodiments, if at
least one of the images received from each of the plurality
of lenses is output on the display module 151 and there is a
request for taking the image, that is, if any one lens is
selected, it is assumed that the image received from the
selected lens is taken. However, unlike the aforementioned
embodiments, one moving image data may be generated
using the images which have been already taken.

FIG. 7 is a diagram illustrating an example of generating
one moving image data by editing images taken from a
plurality of lenses in a mobile terminal according to one
embodiment of the present invention.

The controller 180 may respectively output a plurality of
images taken from a plurality of lenses in accordance with
the user’s selection to a plurality of zones partitioned on the
display module 151. In this case, instead of the plurality of
images, thumbnail images generated from each of the plu-
rality of images may be output.

If an image (or thumbnail image) output to any one of the
plurality of zones is selected by the user, the controller 180
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may output the selected image to the zone 550 where the
progress bar for indicating the generated status of the
moving image data is displayed.

FIG. 7a illustrates this example. Referring to FIG. 7a, if
an image 700 taken from the first lens is selected by the user,
the controller 180 may output the image 700 taken from the
first lens to the zone 550 where the progress bar is displayed.

In this case, the controller 180 may output an image,
which may represent the image 700 taken from the first lens,
instead of the image 700 taken from the first lens, to the zone
550 where the progress bar is displayed. In this case, a
thumbnail image generated from the image taken from the
first lens may be the image that may represent the image 700
taken from the first lens.

If the user selects the image taken from another lens, the
controller 180 may generate one moving image data by
connecting the selected image to the image 700 taken from
the first lens. (b) of FIG. 7 illustrates this example.

Referring to (b) of FIG. 7, if the user selects an image 702
taken from the fifth lens in a state that the image 700 taken
from the first lens is selected, the controller 180 may output
the image 702 (or thumbnail image) taken from the fifth lens
to the zone 550 where the progress bar is displayed, subse-
quently to the image 700 (or thumbnail image) taken from
the first lens. The controller may generate one moving image
data by arranging the images or thumbnail images in due
order on the zone 550 where the progress bar is displayed.
Accordingly, as shown in (b) of FIG. 7, the moving image
data may be generated in such a manner that the image 702
taken from the fifth lens is output subsequently to the image
700 taken from the first lens.

As shown in (a) and (b) of FIG. 7, the controller 180 may
generate one moving image data by arranging and connect-
ing the images taken from the plurality of lenses in accor-
dance with the order based on the user’s selection. However,
in case of the images which have been already taken, the
moving image data may be generated by extracting some of
the taken images in accordance with the user’s selection.

For example, if the user selects any one of the images
taken from the plurality of lenses, the controller 180 may
display a graphic object in the periphery of the selected
image, wherein the graphic object allows the user to select
a part of the selected image. The controller 180 may extract
the partial image selected through the graphic object from
the taken images, and may allow the extracted image to be
included in one of the images constituting the moving image
data.

(c) and (d) of FIG. 7 illustrate this example.

Referring to (c¢) of FIG. 7, if the user selects the image 704
taken from the ninth lens, the controller 180 may display a
graphic object 710 in the periphery of the selected image (for
example, the image taken from the ninth lens), wherein the
graphic object 710 allows the user to select at least a part of
the selected image 704.

The controller 180 may allow only a part of the currently
selected image to be selected by the user by using the
graphic object 710 and extract the selected part. The con-
troller 180 may select at least a part of the taken image in
accordance with a touch and drag input of the user at the
state that the graphic object 710 is displayed or a touch of the
user for any one point of the zone where the graphic object
710 is displayed. Alternatively, at least a part of the taken
image may be selected to correspond to the case where a
separate graphic object 720 moves in the periphery of the
graphic object 710.
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Also, the part of the image determined in accordance with
the touch and drag input of the user or a touch for a specific
point may be displayed in the graphic object 710 as shown
in (c) of FIG. 7.

Also, the graphic object 710 may be intended to receive
a specific time interval. For example, the graphic object 710
may be related to a play time of the image taken from the
ninth lens. In this case, the controller 180 may select some
time interval of the play time of the image taken from the
ninth lens by performing a touch and drag input or touching
a point of the zone where the graphic object 710 is displayed
as shown in (¢) of FIG. 7. A part of the image taken from the
ninth lens, which corresponds to the selected time interval,
may be selected.

If a part of the taken image is selected through the graphic
object 710, the controller 180 extracts the selected partial
image from the taken image. The extracted image may be
arranged together with another images output to the zone
550 where the progress bar is displayed.

Meanwhile, the extracted partial image may be displayed
differently from another images output to the zone 550
where the progress bar is displayed. For example, the
controller 180 may display the interval of the zone 550
where the progress bar is displayed and the extracted partial
image is displayed, more shortly than the interval where
another images are displayed, as shown in (d) of FIG. 7.

In this case, the length of the interval displayed more
shortly may be proportional to the play time of the extracted
partial image. For example, the play time of another images
constituting the moving image data may be 30 minutes,
whereas the play time of the extracted partial image may be
20 minutes. In this case, the length of the interval displayed
shortly may be %4 of the length of the interval where another
images are displayed, as shown in (d) of FIG. 7.

The controller 180 may change the arrangement order of
another images, which constitute the moving image data,
including the extracted partial image in accordance with the
user’s selection. For example, the controller 180 may insert
all or some of the images taken from the specific lens
between the images displayed in the zone 550 where the
progress bar is displayed, as shown in (d) of FIG. 7.
Alternatively, the controller 180 may delete at least one of
the images including the extracted partial image in accor-
dance with the user’s selection.

Also, as described above, even in the case that the user
swings the mobile terminal 100 at the number of predeter-
mined times or strength stronger than the predetermined
strength, the arrangement order of the images may be
changed. The arrangement order of the images may be
changed even in the case that the position of the mobile
terminal 100 is changed.

In the aforementioned description made with reference to
the drawings, at least two taken images may temporally be
synthesized with each other to generate one moving image
data. However, in addition to such temporal synthesis, the
display zones of at least two taken images may be synthe-
sized with each other to generate moving image data.

The moving image data obtained by synthesizing the
display zones with each other means that the moving image
data is obtained by the display zones of the synthesized
images generated as a plurality of corresponding images
constituting at least two images are synthesized with each
other.

In this case, the corresponding images may be determined
in accordance with the time when the images are taken.
Generally, in case of the array camera having a plurality of
lenses, the images start and end to be taken from the plurality
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of lenses simultaneously in accordance with the control of
the user, whereby the images may be taken from the plurality
of lenses at the same time. Accordingly, the respective
images may correspond to another images in accordance
with the time when the images are taken.

For example, it is assumed that there are two images A and
B. In this case, if each of the images A and B includes ten
images taken at an interval of 0.1 second, the first image
constituting the image A may correspond to the first image
constituting the image B, and the second image constituting
the image A may correspond to the second image constitut-
ing the image B.

In this case, display zones of the first image constituting
the image A and the second image constituting the image B
may be synthesized with each other. In this way, the image
obtained by the images generated by synthesizing the dis-
play zones of the images corresponding to each other will be
referred to as the image obtained by synthesizing the display
zones with each other.

FIGS. 8a and 8b are diagrams illustrating an example of
generating an image obtained by synthesizing display zones
with each other by using images received through a plurality
of'lenses in a mobile terminal according to one embodiment
of the present invention. Hereinafter, for convenience of
description, it is assumed that the number of lenses provided
in the camera 121 is 4.

As described above, the mobile terminal 100 according to
the embodiment of the present invention may be provided
with a plurality of lenses which are arranged. In this case, as
shown in FIG. 8a, since the arranged positions of the
plurality of lenses are different from one another, the images
taken from the respective lenses may be different from one
another.

In this case, the images taken from each of the plurality
of lenses, that is, the images taken through each lens
respectively have a common portion as shown in (a), (b), ()
and (d) of FIG. 8a. In this case, the controller 180 may
identify portions, which are different from the common
portions, from the respective images (for example, (a), (b),
(c) and (d) of FIG. 8a).

The controller 180 may synthesize the portions, which are
different from the common portions, with one another on the
basis of the common portions. For example, if the controller
180 synthesizes the display zones of the images taken from
the respective lenses in the order of (a), (b), (c) and (d) of
FIG. 8a, the other portions except for the common portions
may be synthesized on the basis of zones 800a, 8005, 800c¢
and 8004 where the images of the common portions are
displayed.

In other words, in case of the image shown in (a) of FIG.
8a, the other portion 802 except for the common portion
800a may be used for synthesis of the display zones. in case
of the image shown in (b) of FIG. 8a, the other portion 804
except for the common portion 8005 and the portion 8024
overlapped with (a) of FIG. 84 may be used for synthesis of
the display zones. Also, in case of the image shown in (c) of
FIG. 8a, the other portion 806 except for the common
portion 800c¢ and the portion 804a overlapped with (b) of
FIG. 8a may be used for synthesis of the display zones. Also,
in case of the image shown in (d) of FIG. 8a, the other
portion 808 except for the common portion 8004 and the
portions 8024' and 8064 overlapped with (c¢) of FIG. 8a may
be used for synthesis of the display zones.

Accordingly, as shown in (e) of FIG. 84, the moving
image data may be generated by synthesizing the display
zones of the images taken from each of the plurality of
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lenses, in more detail, synthesizing the portions 802, 804,
806 and 808 on the basis of the common portions 800a,
8005, 800¢ and 800d.

Meanwhile, in FIG. 8a, it is assumed that the display
zones of the images taken from all the plurality of lenses are
synthesized with one another. However, unlike FIG. 84, the
moving image data obtained by synthesizing the display
zones may be generated using the images only taken from
some lenses selected by the user.

FIG. 85 illustrates this example.

Referring to FIG. 85(a), the controller 180 may receive at
least two of the plurality of lenses output on the display
module 151, which are selected by the user. For example, as
shown in FIG. 84, if the image 850 taken from the first lens
and the image 852 taken from the second lens are selected,
the controller 180 may synthesize the display zones only of
the images taken from the selected two lenses.

Also, the image obtained by synthesizing the display
zones may be generated in various manners in addition to the
aforementioned method. For example, the controller 180
may determine any one of the plurality of images as a
reference image and extract portions, which are different
from the respective images constituting the reference image,
from the respective images constituting the images which
are not determined as the reference image, per correspond-
ing images. And, the controller 180 may generate the image
(image of the portions different from the respective images)
that is comprised of the images of the extracted portions.
Also, the controller 180 may generate the image, which is
obtained by synthesizing the display zones, by synthesizing
the generated image of the portions, which are different from
the respective images constituting the reference image, in
the periphery of the image determined as the reference
image.

FIG. 8b(b) illustrates an example of the image generated
through the above procedure and obtained by synthesizing
the display zones.

FIG. 85(b) illustrates that the image obtained by synthe-
sizing the images 860 corresponding to the portion different
from the respective images constituting the reference image
is output on the display module 151 in the periphery of the
image 850 (image taken from the first lens) determined as
the reference image, that is, the position determined in
accordance with the arrangement status of the lens taking the
image determined as the reference image and the other
lenses, that is, below the image determined as the reference
image. As described above, in the mobile terminal 100
according to the embodiment of the present invention, the
display zones of the images taken from at least two of the
plurality of lenses, which are determined by the user’s
selection, may be synthesized, whereby the moving image
data of which display zones are extended may be generated.

Such synthesis of the display zones may be performed in
various manners. For example, all the display zones of the
images which are taken may be synthesized as shown in
FIGS. 8a and 85, whereby synthesis of the display zones
may be performed to extend the display zones. Also, syn-
thesis of the display zones may be performed to replace a
part of the display zones of the images which are taken, with
a part of another images which are taken.

FIG. 9 is a diagram illustrating an example of synthesiz-
ing a part of an image taken from a specific lens to a part of
an image taken from another lens in accordance with a user’s
selection in a mobile terminal according to one embodiment
of the present invention.

Referring to FIG. 9(a), a part of a subject 900, that is, a
head part 910 is selected by the user. In other words, as
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shown in FIG. 9(a), if the user touches the head part 910 of
the subject 900 on the screen where the subject 900 is
displayed, or if a touch and drag input of the user is sensed
in the zone where the head part 910 of the subject 900 is
displayed, only the head part 910 of the subject 900 may be
selected as shown in FIG. 9(a).

In this case, the controller 180 may display at least one of
graphic objects 902 and 904, which are intended to allow
another image for substituting for the selected display part to
be selected, in the periphery of the selected display part.
These graphic objects 902 and 904 may be provided in
various forms. For example, the graphic objects 902 and 904
may be provided in the form of a simple bar, or may be
displayed as arrow shaped objects for allowing a rotation
direction of a part of the subject to be selected as shown in
FIG. 9(b).

In this case, the graphic objects 902 and 904 are displayed
in the form of arrow shaped image for allowing the rotation
direction to be selected, as angles of coverage for the same
subject taken from the plurality of lenses are different from
one another and thus the subject may seem to be rotated in
case of the images taken from the different lenses if the
camera 121 of the mobile terminal 100 according to the
embodiment of the present invention includes the plurality
of lenses arranged along a curve as shown in FIG. 9(b).
Accordingly, if the selected part is replaced with a part of
images taken from the different lenses, the selected part may
be displayed on the display module 151 as the screen that
seems to be rotated in accordance with the rotation angle
selected by the user.

Accordingly, if any one of the graphic objects 902 and
904 shown in FIG. 9(5) is selected, the image of the selected
part, that is, the image of the head part 910 may be replaced
with a part of the image of taken from any one of the lenses
corresponding to the rotation direction selected by the user.
In other words, if the graphic object 902, which displays the
rotation direction towards a horizontal direction, is selected,
the controller 180 selects the image taken from any one of
the lenses located in the horizontal direction, on the basis of
the lens which takes the image currently output on the
display module 151. In this case, the controller 180 may
select any one lens located in the horizontal direction from
the lenses set by the current reference in accordance with the
time when the user touches the graphic object 902 or a drag
input length after the user touches the graphic object 902.

If any one lens is selected through the graphic object 902,
the controller 180 may select the part corresponding to the
partial display zone selected by the user, that is, the zone
where the head part 910 of the subject 900 is displayed, from
the display zone of the image taken from the selected lens.

In other words, the controller 180 may respectively select
portions corresponding to the partial display zone selected
by the user, from the plurality of images constituting the
image (hereinafter, referred to as synthesis target image)
taken from the lens selected through the graphic object 902.

The controller 180 may select the display zone selected by
the user from the plurality of images constituting the image
(hereinafter, referred to as reference image) taken from the
lens selected based on the current reference and replace the
selected display zone with the portion selected from the
synthetic target image.

In this case, the controller 180 may replace the selected
display zone of each of the plurality of images constituting
the reference image, that is, the zone of the head part 910 of
the subject 900 with its corresponding zone of the head part
of the subject 900 of each of the plurality of images
constituting the synthesis target image. In this case, each of



US 10,135,963 B2

27

the plurality of images constituting the reference image may
correspond to each of the plurality of images constituting the
synthesis target image on the basis of the time when the
images are taken.

FIG. 9(c) illustrates this example. Referring to FIG. 9(c),
the screen on which the display zone of the head part 910 of
the subject 900 selected by the user in FIG. 9(a) is rotated
as much as a predetermined angle may be output on the
display module 151.

In other words, for example, if the user touches the left
side of the graphic object 902 or drags one point of the
graphic object 902 in a left direction after touching one
point, the image obtained by rotating the head part 910 of the
subject 900 selected by the user to the left side may be
output. This is because that the controller 180 has selected
any one of lenses, which are located in a right horizontal
direction of the lens selected as a reference lens, in accor-
dance with the input of the user through the graphic object
902. The controller 180 may replace the display zone where
the head part 910 of the subject 900 of the reference image
is output with a partial display zone of the synthetic target
image by using the image taken from the selected lens as the
synthetic target image.

Accordingly, the head part 910 of the subject 900 output
on the display module 151 may be rotated in a left direction
as shown in FIG. 9(c¢) and then may be output on the display
module 151 by using the image taken in a right direction as
much as a predetermined angle, that is the image taken from
the lens located in an opposite direction of the rotation
direction selected by the user, to correspond to the case
where the user selects the rotation direction towards the left
side.

Similarly, if the user selects the graphic object 904 that
displays a rotation direction in a vertical rotation, the image
of the head part 910 of the subject 900 may be rotated in a
vertical direction and then may be output on the display
module 151. In other words, if the user selects the graphic
object 904 that displays the rotation direction in a vertical
direction, the controller 180 selects any one of the lenses in
a vertical direction of the lens currently selected as a
reference lens.

For example, if a touch of the user is sensed above the
center of the zone where the graphic object 904 is displayed,
or if a drag input of the user is sensed upwardly at one point
of the zone where the graphic object 904 is displayed, the
controller 180 may select any one of the lenses arranged
downwardly from the lens currently selected as a reference
lens. In this case, in order to select any one lens, the
controller 180 may use a length of the drag input of the user
or the point where the touch of the user is sensed at the zone
where the graphic object 904 is displayed.

If any one of the lenses arranged in a vertical direction of
the lens currently selected as a reference lens is selected,
similarly to FIG. 9(c), the controller 180 may replace the
display zone where the head part 910 of the subject 900 on
the reference image is output with a partial display zone of
the synthetic target image by using the image taken from the
selected lens as the synthetic target image. FIG. 9(d) illus-
trates this example.

As shown in FIG. 9(d), the head part 910 of the subject
900 output on the display module 151 may be rotated in an
upward direction and then may be output on the display
module 151 by using the image taken in a downward
direction as much as a predetermined angle, that is, the
image taken from the lens located in an opposite direction of
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the rotation direction selected by the user, to correspond to
the case where the user selects the rotation direction towards
the upper side.

Accordingly, as shown in FIGS. 9(¢) and 9(d), a part of
the image currently output from the display module 151
through synthesis of the display zone may be replaced with
a part of the image taken at another angle of coverage. And,
the controller 180 may generate the image obtained by
synthesis of the display zone as moving image data.

Meanwhile, according to the aforementioned description,
if the user selects any one of the graphic objects 902 and
904, the current image may be replaced with the display
zone of the partial image taken from any one lens corre-
sponding to the selected rotation direction. Unlike this,
information related to the images that may be replaced may
be displayed in the periphery of the partial zone selected by
the user.

For example, the controller 180 may extract the images of
the display zone corresponding to the partial display zone
selected by the user from the images taken from the lenses
corresponding to the selected rotation direction. And, the
controller 180 may generate thumbnail images from the
respective extracted images and display the thumbnail
images in the partial display zone selected by the user, that
is, the periphery of the head part 910 of the subject 900. If
any one of the thumbnail images is selected by the user, the
controller 180 may replace the zone where the head part 910
of the subject 900 is displayed, with the extracted image
corresponding to the selected thumbnail image.

Meanwhile, although the display zones of different
images are synthesized partially with reference to FIG. 9,
this synthesis of the display zones may be performed on the
basis of the timing point according to selection of the user.

For example, the controller 180 may perform synthesis of
the display zones for the images only after the time when the
images output on the display module 151 are partially
selected by the user. In other words, the controller 180 may
perform synthesis of the display zones for the images only
corresponding to the time after the user selects some of the
plurality of images constituting the images output on the
display module 151.

In this case, the controller 180 may select the images only
corresponding to the time after the user selects some of the
plurality of images constituting the image taken from the
lens selected to correspond to the input of the user, and may
use the selected images for synthesis of the display zones.
Accordingly, in this case, the moving image data may be
generated by synthesizing the images corresponding to the
time after a predetermined time with some of the images
taken from another lens.

Also, in the aforementioned description, although synthe-
sis of the display zones is performed for the images corre-
sponding to the time after a predetermined time, the user
may select the time when synthesis of the display zones
ends, as well as a predetermined time. For example, in a state
that synthesis of the display zones is performed, if a touch
input for the graphic object for selecting ending of synthesis
of the display zones is sensed, the controller 180 may end
synthesis of the display zones. Accordingly, in this case, the
moving image data may be generated by synthesizing the
images only corresponding to a certain time interval with
some of the images taken from another lens.

Meanwhile, in the aforementioned description, although
one moving image data may be generated using the plurality
of images taken from the plurality of lenses, moving image
data previously stored in the memory 160 may be used.
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FIG. 10 is a diagram illustrating an example of displaying
different image data on a display module by using a feature
point of a subject image selected by a user in a mobile
terminal according to one embodiment of the present inven-
tion.

First of all, referring to FIG. 10(a), the controller 180 may
output the image taken from any one of the plurality of
lenses on the display module 151. And, the controller 180
may select some of the images output on the display module
151 to correspond to a touch input of the user.

For example, if a touch and drag input of the user is
sensed in one zone on the display module 151, the controller
180 may recognize that one zone on the display module 151
corresponding to the sensed touch and drag input of the user
is selected. Alternatively, as shown in FIG. 10(a), if the
touch and drag input of the user is sensed in one zone on the
display module 151, the controller 180 may recognize that
one zone on the display module 151 where the touch input
of the user is sensed is selected.

In this case, one zone on the display module 151, where
is selected by the touch and drag or touch input of the user,
may be a specific subject of the image currently output on
the display module 151 or the display zone corresponding to
a part 1000 of the specific subject.

In this case, the controller 180 extracts a feature point for
the part 1000 of the subject selected by the user. For
example, as shown in FIG. 10(a), if the part of the subject
selected by the user is a “face” of the subject, the controller
180 may extract a feature point of the face of the subject by
using face recognition.

If the feature point for the part 1000 of the subject selected
by the user is extracted, the controller 180 may search
whether the image having the same feature point as the
above feature point exists in the images stored in the
memory 160. For example, as described above, if the part of
the subject selected by the user is a “face” of the subject, the
controller 180 may search for the image having the feature
point of the “face” of the subject, that is, the image which
includes a face image similar to the “face” of the subject,
from the memory 160.

The controller 180 may output the searched result to at
least a zone 1010 (hereinafter, referred to as child view zone)
on the display module 151. FIG. 10(b) illustrates this
example.

Referring to FIG. 10(b), a plurality of images may be
output to the child view zone 1010. In this case, the plurality
of images include at least one having the same feature point
as that of the part 1000 of the subject selected by the user
among the images stored in the memory 160.

In this case, the plurality of images output to the child
view zone 1010 may be different images which are obtained
by taking the subject selected by the user after or before the
image currently output on the display module 151 is taken.

Also, instead of the plurality of images, a representative
image (for example, thumbnail image) that is generated from
the plurality of images and may represent each of the
plurality of images may be output to the child view zone
1010.

The controller 180 may select any one of the plurality of
images output to the child view zone 1010 to correspond to
selection of the user. The controller 180 may output the
selected one of the images included in the child view zone
1010 to be only played and output the other images as still
images on the display module 151.

If any one of the images output to the child view zone
1010 is selected by the user, the controller 180 may output
the graphic object for selecting the time interval when the
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selected image will be played, that is, the point where
playback of the selected image starts and the time when
playback of the selected image ends, to the periphery of any
one of the images of the child view zone 1010, which is
selected by the user. FIG. 10(c) illustrates this example.

Referring to FIG. 10(c), if any one 1020 of the images
output to the child view zone 1010 is selected, the controller
180 may output the graphic object 1030 to the periphery of
the image 1020. The controller 180 may determine a time
interval where any image 1020 will be played, on the basis
of the touch input or the touch and drag input of the user for
the graphic object 1030. Also, the controller 180 may play
any one image 1020 in the child view zone 1010 on the basis
of'the determined playback start time and playback end time.

Also, as described above, the plurality of images output
from the child view zone 1010 are the images that include
at least one image having the same feature as that of the part
1000 of the subject selected by the user. Accordingly, the
controller 180 may extract a part of the display zone having
the same feature point from the plurality of images output
from the child view zone 1010.

For example, the controller 180 may detect the images
having the same feature point from the plurality of images
output from the child view zone 1010 and extract some
zones only having the same feature point from the detected
images. Also, the controller 180 may generate the image by
using the extracted some zones only.

The controller 180 may replace the part 1000 of the
subject selected by the user output on the display module
151 with the image generated from the images of the
extracted partial zones. Accordingly, the controller 180 may
generate the moving image data by replacing the part of the
display zone of the image currently output on the display
module 151 with the part of the display zone on another
images having the same feature point through synthesis of
the display zones.

Meanwhile, although some of the images previously
stored in the memory 160 are selected in the aforementioned
description, some of the images stored in the external server
such as a cloud server may be selected.

The foregoing embodiments and advantages are merely
exemplary and are not to be considered as limiting the
present disclosure. The present teachings can be readily
applied to other types of apparatuses. This description is
intended to be illustrative, and not to limit the scope of the
claims. Many alternatives, modifications, and variations will
be apparent to those skilled in the art. The features, struc-
tures, methods, and other characteristics of the exemplary
embodiments described herein may be combined in various
ways to obtain additional and/or alternative exemplary
embodiments.

As the present features may be embodied in several forms
without departing from the characteristics thereof, it should
also be understood that the above-described embodiments
are not limited by any of the details of the foregoing
description, unless otherwise specified, but rather should be
considered broadly within its scope as defined in the
appended claims, and therefore all changes and modifica-
tions that fall within the metes and bounds of the claims, or
equivalents of such metes and bounds are therefore intended
to be embraced by the appended claims.

Also, according to one embodiment disclosed in this
specification, the aforementioned method may be imple-
mented in a recording medium, in which a program is
recorded, as a code that can be read by a processor.
Examples of the recording medium that can be read by the
processor include a ROM, a RAM, a CD-ROM, a magnetic
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tape, a floppy disk, and an optical data memory. Also,
another example of the recording medium may be imple-
mented in a type of carrier wave (for example, transmission
through Internet).

The invention claimed is:

1. A mobile terminal comprising:

a touch screen;

a camera provided with a plurality of lenses arranged
along a plurality of lines such that each lens is located
at a different positon; and

a controller configured to:

record a plurality of moving images using a plurality of
images captured by the plurality of lenses;

cause the touch screen to display a first image of a first
moving image captured by a first lens among the
plurality of lenses;

extract partial images corresponding to a same subject
with a part of the first image from other moving images
taken from lenses other than the first lens among the
plurality of lenses in response to a first touch input
selecting the part of the first image;

cause the touch screen to display thumbnail images
respectively corresponding to the extracted partial
images with the part of the first image;

cause replacement of first part images corresponding to
the same subject in the first moving image with second
part images corresponding to the same subject in a
second moving image captured by a second lens among
the plurality of lenses in response to a second touch
input selecting a thumbnail image related to the second
moving image from among the displayed thumbnail
images; and

synthesize the first moving image and the second moving
image captured at a same time by the first lens and
second lens, respectively, after receiving the first touch
input such that the first part images are replaced with
the second part images; and

generate a single moving image with the synthesized first
and second moving images.

2. The mobile terminal according to claim 1, wherein the

controller is further configured to:

cause the touch screen to display the plurality of images
captured via the plurality of lenses, the plurality of
images comprising the first image; and

cause the first lens corresponding to one of the plurality of
images to capture an image when the one of the
plurality of images is selected,

wherein:

the plurality of lenses comprise more than two lenses; and

the first lens is different from the second lens.

3. The mobile terminal according to claim 2, wherein:

the second lens is selected in a state that the image is being
captured by the first lens; and

the controller is further configured to capture an image
received from the second lens subsequently to the
capturing of the image by the first lens in response to
the selection of the second lens.

4. The mobile terminal according to claim 3, wherein the
controller is further configured to stop the capturing of the
image received through the first lens in response to the
selection of the second lens.

5. The mobile terminal according to claim 3, wherein the
controller is further configured to:

cause the touch screen to display a progress bar indicating
a status of the plurality of moving images at at least one
zone of the touch screen, wherein the progress bar is
divided into a plurality of sections based on a number
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of lenses used to capture the plurality of images con-
stituting the plurality of moving images; and

cause the touch screen to display preview images corre-

sponding to any one of the plurality of images captured
to generate the plurality of moving images at a periph-
ery of the plurality of sections.

6. The mobile terminal according to claim 5, wherein the
plurality of moving images are generated by arranging the
plurality of captured images based on an arrangement of the
preview images displayed on the touch screen.

7. The mobile terminal according to claim 6, wherein:

positions of the preview images output on the progress bar

are variable based on selection by a user; and

the controller is further configured to change an arrange-

ment order of the plurality of images constituting the
plurality of moving images according to changed posi-
tions of the preview images.

8. The mobile terminal according to claim 2, wherein the
controller is further configured to cause the touch screen to
display an image currently being captured at at least one
zone of the touch screen when capturing of the image
through any one of the plurality of lenses starts.

9. The mobile terminal according to claim 8, wherein the
controller is further configured to cause one of the plurality
of lenses to capture the image in response to a touch received
at one of the at least one zone, the one of the plurality of
lenses corresponding to a lens focused on a subject included
in the touched one of the at least one zone, the touch
received while an image being captured via the first lens is
displayed at the one of the at least one zone.

10. The mobile terminal according to claim 1, wherein the
second lens includes a plurality of lenses except for the first
lens based on selection by a user.

11. The mobile terminal according to claim 1, wherein the
controller is further configured to generate one moving
image data by using at least two of the plurality of images
after the capturing of the plurality of images is finished.

12. The mobile terminal according to claim 11, wherein
the controller is further configured to:

cause the touch screen to display a progress bar indicating

that the moving image data is generated at at least one
zone of the touch screen, wherein the progress bar is
divided into a plurality of sections based on a number
of lenses used to capture the plurality of images con-
stituting the moving image data; and

cause the touch screen to display thumbnail images cor-

responding to the at least two of the plurality of images
used to generate the moving image data at a periphery
of the plurality of sections.

13. The mobile terminal according to claim 11, wherein
the controller is further configured to:

partition the touch screen into a plurality of zones;

cause the touch screen to display thumbnail images on a

first zone of the plurality of zones, each of the thumb-
nail images respectively corresponding to one of the
plurality of captured images;

cause the touch screen to display a plurality of thumbnail

images selected from preview images on a second zone
of the plurality of zones; and

generate one moving image data by arranging correspond-

ing captured images in accordance with an order of the
thumbnail images displayed on the second zone.

14. The mobile terminal according to claim 13, wherein
the controller is further configured to:

cause the touch screen to display a graphic object for

allowing at least a part of the captured images corre-
sponding to the thumbnail images to be selected by a
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user at a periphery of a thumbnail image when the
thumbnail image is selected from the first zone; and

extract the part of the captured images, which is selected
by the user, from a captured image corresponding to the
selected thumbnail image.

15. The mobile terminal according to claim 14, wherein
the controller is further configured to generate one moving
image data by arranging the captured images, which include
the part of the captured images, in accordance with the order
of the thumbnail images displayed on the second zone.

16. The mobile terminal according to claim 11, wherein
the controller is further configured to cause replacement of
at least a partial display zone of the first image with at least
a partial display zone of the second image based on selection
by a user.

17. The mobile terminal according to claim 16, wherein
the controller is further configured to:

extract at least one partial image from each of images

captured by a plurality of second lenses in response to
selection of at least one image zone from the first
image; and
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synthesize partial images, which are extracted from any
one of the images captured by the plurality of second
lenses based on selection by the user from the extracted
partial images, with at least one image of the first image
except for the selected at least one image zone.

18. The mobile terminal according to claim 16, wherein
the controller is further configured to cause the touch screen
to display thumbnail images at a periphery of the selected
one zone.

19. The mobile terminal according to claim 1, wherein the
plurality of lenses comprise more than two lenses that are in
a matrix arrangement on a same side of the mobile terminal.

20. The mobile terminal according to claim 19, wherein
the plurality of lenses comprise 16 lenses.

21. The mobile terminal according to claim 19, wherein
the plurality of images are captured by the plurality of lenses
at the same time.

22. The mobile terminal according to claim 1, wherein the
camera is an array camera.

#* #* #* #* #*



